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Abstract

Bitcoin, a decentralized peer-to-peer cryptocurrency system, has recently gained a lot of pop-

ularity among users. In a Bitcoin transaction, users communicate depending on cryptographic

proof rather than trust on third parties. Therefore, as one of the main building blocks of Bit-

coin, Elliptic Curve Digital Signature Algorithm is used to prove Bitcoin ownership, which plays

a pivotal role in Bitcoin transaction. The security of Bitcoin mostly relies on the security of

ECDSA algorithms.

This thesis covers the steps of understanding how ECDSA works, and how it is used to create a

new Bitcoin transaction. Also the speed performance in signature generation is measured and

improved. Based upon it, di!erent versions of security countermeasures are implemented to

protect against side channel attacks. Finally, all the versions including both non-protective and

protective implementations are tested and evaluated.
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Chapter 1

Introduction

Bitcoin is a decentralized peer-to-peer cryptocurrency launched in 2009. When it Þrst appeared,

it was not treated seriously in Þnancial market, until 2011, a Japanese company MtGox started

to exchange Bitcoins against money, Bitcoin arose mediaÕs attention and an increasing number

of miners got involved in mining Bitcoins. During Cyprus banking crisis, Bitcoin price got a

boost, and Figure 1.1 shows the market price of Bitcoin in USD. Clearly, the price of Bitcoin

increased dramatically, and at the end of 2013 and beginning of 2014, it reached to the peak at

a price of 1,151 USD.

Figure 1.1: Market Price of Bitcoin in USD from 2012-2014
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1.1 Motivation and Goal

Because of the popularity of Bitcoin, one of its main building blocks, Elliptic Curve Digital

Signature Algorithm (ECDSA) is hotly discussed as well. Since Bitcoin is decentralized, trans-

actions will not go through to a third party so that two willing parties communication depend

on cryptographic proof instead of trust. Therefore ECDSA, a digital signature scheme based on

elliptic curve cryptography, is used to prove Bitcoin ownership and sign Bitcoin transactions.

ECDSA keys used to generate Bitcoin addresses and sign transactions are derived from the

certain parameters. NIST has been recommendingsecp256r1 to be used [43], however, unlike

most applications, Bitcoin protocol choosessecp256k1which is almost never used to generate

private and public key pairs.

Due to this characteristic of Bitcoin protocol, ECDSA algorithm used in Bitcoin has become

a hot topic among cryptographers. And it motivates me to know how ECDSA algorithms are

used and implemented in Bitcoin protocol, and how to make it more secure.

In this thesis, several goals need to be achieved based on a Java version of implementation:

¥ Create an ECDSA prototype to produce signatures and then verify it, the implementation

should usesecp256k1curves for key pair generation.

¥ Manually create a new Bitcoin transaction from a given raw transaction, then integrate

it with the prototype ECDSA algorithm to sign and verify it.

¥ Improve the signing performance of ECDSA prototype.

¥ Add security countermeasures against side channel attacks (simple power analysis, di!er-

ential power analysis and fault analysis) based on the improved version and evaluate their

security and speed performance in signature generation.

1.2 Structure of the Thesis

The thesis is organized as follows. In chapter 2, technical background of Bitcoins, elliptic

curve cryptography (ECC) and side channel attacks are presented, related work regarding to

alternative public key cryptography in Bitcoin, performance improvement in ECC and ECDSA

as well as side channel countermeasures are reviewed.
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In chapter 3, algorithms and parameters needed for java implementation such as ECDSA algo-

rithms, Bitcoin transaction processes and methods for performance and security improvement

are speciÞed.

In chapter 4, detailed implementation descriptions on ECDSA prototype, ECDSA in projective

coordinates to improve signing speed and side channel countermeasures are presented.

The testing results measuring signing time of the new implemented versions are illustrated and

evaluated in chapter 5. Finally, future work and conclusion are provided in chapter 6.
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Chapter 2

Background and Related Work

2.1 Bitcoin Overview

Bitcoin is a decentralized peer-to-peer digital currency based on public-key cryptography Þrst

proposed by Satoshi Nakamoto [49] in 2008, and fully operated in 2009. It is a proof-of-work

based cryptocurrency which allows miners to mint Bitcoin through computation. Di!erent

from other traditional Þnancial currencies, willing parties make secure transactions relying on

cryptographic protocols rather than trust on third parties. Since there are no central authorities

to keep records of transactions, they are conÞrmed by consensus procedure and stored in a

distributed manner. Thus, privacy of users in public transactions is protected using pseudonyms

called Bitcoin addresses.

Bitcoin has quite a lot of nice properties [3, 14] , making it become the largest cryptocurrency

worldwide:

¥ Partially anonymous : Although all transactions are publicly known, it is possible for

users to use Bitcoin addresses as pseudonyms. Also it encourages that for one particular

user in di!erent transactions, di!erent Bitcoin addresses should be used. This way can

maintain the anonymity in some degree.

¥ Transferable : There is no central authority in Bitcoin transaction, so all transactions

are made public to be validated. Since no Þnancial network exists, Bitcoin is transferable.

¥ Payment irreversible : Once owner spend their Bitcoins, he will no longer have the
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ability to retrieve them without the recipientÕs consent. This feature makes sure that

asking the chargeback to inverse the transaction is no longer possible.

¥ Cheap and fast : Di!erent from modern banking transaction, Bitcoin transaction does

not ask for transaction fees unless payer requires. What is more, Bitcoin transaction will

be validated in a few minutes, which is a lot faster than transferring money via banks.

¥ Secure : For digital cash schemes, double spending is a common attack. However, in

Bitcoin, it can be avoided by validating Bitcoin transaction in public. In addition, Bitcoin

can prevent this attack if the hash function and digital signature algorithm is secure

enough.

¥ Not inßationary : Di!erent from regular ßat currency, there is a limitation of total

number of Bitcoins. According to the original speciÞcation, only 21 million Bitcoins can

be created. Therefore, inßation is no longer a problem in Bitcoin world.

2.1.1 Main Building Blocks

Time stamping

Time stamping is a use of electronic timestamp to prove the temporal sequence among events.

It is Þrst proposed by Haber and Stornetta in 1991 [26] certifying when an electronic document

created or last modiÞed.

Since Bitcoin transactions are publicly announced, timestamp system is needed for participants

to agree on the order of the transaction. The principle of timestamp is that information stored

in the blocks is arranged in a chain, and hash of block of items is timestamped while each

timestamp includes previous timestamps in its hash value. With the timestamp, data has

existed at the time can be proved.

Figure 2.1: Timestamp in Bitcoin
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Proof of work

To validate a Bitcoin transaction, proof-of-work is used which is originally proposed in Adam

BackÕs Hashcash [1]. It is a cryptographic scheme that is easy to verify but hard to produce the

deÞned form of result without a large amount of computational work. The principle of proof

of work is that for many hash functions, Þnding an input to generate a value with a predeÞned

leading substring is a low probability event and requires a lot of trail and error. In Bitcoin,

Þnding such suitable inputs is used in block creation which is called mining (Section 2.1.2).

The proof-of-work block in Bitcoin contains transaction to be validated, hash of previous block

(implements the timestamp) and a nonce. The hash algorithm used is SHA256, and di!erent

nonces will be tried until the SHA256 hash value of the block satisÞed with the requirements.

This will consume a lot of computational power and it is a proof of the minersÕ work.

Besides validating the transaction to ensure the block integrity, proof-of-work protocol is also

used to regulate the Bitcoin supply and reward miners [45].

Merkle trees

Merkle tree is an important element in Bitcoin. It is a binary tree of hashes proposed by Ralph

Merkle [39] that is used to verify data integrity e"ciently and securely.

Figure 2.2 [45] is an example of a Merkle tree. In this tree, every non-leaf node is the Ôconcatenate

then hashÕ value of its child node, and the leaves are computed over data blocks. The Þnal hash

value - n in the Merkle tree - is called Merkle root which will be stored in the block header.

Since the non-leaf node is expected to have two child nodes, the missing child node is a special

case of Merkle tree, just like child noden1. In this kind of situation, the solution in Bitcoin is

straightforward. When forming the nodes in a row, if there are an odd number of nodes, the

last node will be duplicated.

One of the strengths of Merkle tree is that there is no need to recompute the hash of all data

if one data block changes. For example, if the blockd00 changed, only one branch fromn00, n0

and Þnally root n will be recomputed. It requires a much smaller number of hash computations

and makes the process more e"cient.
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Figure 2.2: Merkle Tree

Signatures and Hashes

In Bitcoin transaction, two cryptographic primitives are used to prevent malicious users breaking

the system.

A digital signature is used to make sure that the information is signed by the claimed person

as well as to test whether the information is modiÞed by some malicious people. The signature

process contains signature generation and signature veriÞcation. Given a message, the signatory

generates a signature by using his private key, and the veriÞer can use signatoryÕs public key to

verify the messageÕs authenticity. Figure 2.3 [35] shows the whole process. In fact, instead of

signing on the message directly, a cryptographic hash function is applied to the original message

to produce a message digest for performance reason.

Digital Signature Algorithm (DSA) was the Þrst digital signature scheme accepted legally by

government [31] and proposed by NIST in August 1991. This algorithm is a variant of ElGamal

Signature Algorithm. ECDSA is a digital signature scheme based on public key cryptosystem

ECC (Section 2.2), instead of working in a subgroup ofZp
! in DSA, ECDSA works in the group

of elliptic curveE(Zp). It has been standardized by many standard committees such as ISO,

ANSI, IEEE and FIPS [30]. The speciÞc signing and veriÞcation of ECDSA will be detail in

Section 3.1.3.

Hash function is any function that maps data with arbitrary length to a Þxed-size, hard-

to-inverse value. A little modiÞcation on the inputs will produce outputs with big di!erence.

Therefore, hash functions can be used to ensure data integrity.
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Figure 2.3: Digital Signature Process

Hash functions are adopted by Bitcoin system mainly in 1) Bitcoin addresses generation and 2)

transactions and blocks generation. Bitcoin addresses are generated by hashing the public key

of ECDSA using hash algorithms SHA2561 and RIPEMD1602 , while RIPEMD160 is used after

SHA256. As for Bitcoin transaction and blocks generation, two consecutive SHA256 hashes are

used. What is more, SHA13 is also used in transaction signature generation and veriÞcation

with ECDSA algorithms.

2.1.2 Bitcoin Architecture

Blocks and Block Chain

Blocks in Bitcoin hold recent transaction contents that have not been recorded in previous

blocks. Each block contains transaction information, proof of work and reference to the hash

of previous block. The block header structure is shown in Table 2.1.

Description Version Previous Hash Merkle Root Timestamp Bits Nonce

Size (Bytes) 4 32 32 4 4 4

Table 2.1: Block Header Structure

Previous hash is the hash value of previous block header. Merkle root, as explained before, is

used to verify transaction integrity. Timestamp is the time when the block was generated. Bits

1For more details about SHA256, see FIPS N. 180-2: Secure hash standard.
2For more details about RIPEMD160, see Preneel B, Bosselaers A, Dobbertin H. The cryptographic hash

function RIPEMD160, 1997.
3For more details about SHA1, see Eastlake D, Jones P. US secure hash algorithm 1, 2001.
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designate the di"culty of the proof of work, and di!erent nonces are tried to meet Bitcoin proof

of work requirements.

These series of blocks form a block chain, which is a shared public ledger. The sequence of

the blocks in the block chain is based on the time that the transactions conÞrmed, and every

block is built on top of previous one. To create new blocks, miners can choose blocks including

transactions they agree with to extend. However, if some of other miners choose to work on

di!erent blocks, the chain will have more branches, shown in Figure 2.4 [55]. To regulate these

competing branches, Bitcoin has the longest chain rule, that is only the longest chain will be

accepted, and others will be dropped. In the Þgure, blocks in black form the longest chain and

short chains in purple will be dropped.

Figure 2.4: Longest Chain Rule Example

Transaction

Transaction in Bitcoin is the process of transferring Bitcoin ownership from one Bitcoin address

to another. A Bitcoin address is a 160-bit hash of ECDSA public key and stored in Bitcoin

wallet together with its related private key. Bitcoin wallet stores one or more Bitcoin addresses

and each one can be used only once.

One Bitcoin transaction contains zero or more inputs and outputs. An input is reference to

outputs of another previous transactions, and the values of transactions are added up and

used in the current transaction. An input normally contains three parts: Previous tx is

hash of previous transaction,Index is referenced transaction output, andScriptSig contains

a signature and a public key. The ECDSA signature is generated by signing the hash of the

transaction, and public key belongs to the payer. Both the signature and public key prove the
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Figure 2.5: Bitcoin Transaction Overview

transaction is created by the owner of the Bitcoin address. Anoutput has two parts: one is

value , which is the number of Satoshis that are to be transferred, the other isscriptPubKey ,

specifying Bitcoin addresses of the one of more payees.

Satoshi gave a simpliÞed description of how transaction functions, shown in Figure 2.5 [49].

Considering the middle transaction from owner 1 to owner 2, owner 1 uses his private key sign

over the hash value of previous transaction together with owner 2Õs public key to create owner

1Õs signature. The signature can be veriÞed using owner 1Õs public key. Once validated, the

transaction is conÞrmed and put into the block.

Mining

Bitcoin mining has two main purposes, one is to create new Bitcoins, and the other is to make

sure that every participant has a consistent view of the transaction log. Since inconsistent log

of transaction may give opportunities to attackers to spend the same Bitcoins twice, mining

allows veriÞed transactions to be added into a block of transactions, and conßicting and invalid

transactions will be ignored to avoid double spending.

To mine a block, miners need to perform computational proof of work using cryptographic hash

function SHA256. The block header is hashed by SHA256 twice, which is SHA256 (SHA256

(block header)), to generate a hash value. If the hash value starts with a certain number of

zeroes, the block is successfully mined and will be added into the o"cial block chain. Since the
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proof of work is hard to perform, trying di!erent nonces contained in the block header to meet

such requirements is a rare event, and around every ten minutes, a block is successfully mined

[53].

2.1.3 Transaction Malleability

Transaction malleability in Bitcoin has been existed for a long time and did not raise pub-

lic attention until MtGox, once the largest Bitcoin exchange company in Japan, announced

suspending withdrawals because of this attack.

Transaction malleability in Bitcoin system is an attack to change the unique ID of a transaction

and later both the original and modiÞed versions are conÞrmed by the Bitcoin network. Here

the unique ID (also called transaction ID) is the cryptographic hash of the entire transaction

including the signature described above to identify the transaction. All the information involved

is protected by the signature and cannot be modiÞed by attackers. However, because of scripting

language that Bitcoin uses, signatures can be modiÞed in some way but still considered as valid.

The changes in signature will lead to change of the hash value, that is the transaction ID. If

client or exchange software makes Bitcoin transactions by only identifying transaction hashes,

it will cause a lot of problems if one transaction has two di!erent hashes [51].

Ken Shirri! described details why it is possible to modify the transaction hashes in his blog

[52]. ScriptSig and scriptPubKey use script language which is a stack-based, non-Turning

complete language using single byte opcodes [18]. Given both original and modiÞed hashes of a

transaction, their corresponding input and output scripts in raw transaction are identical, but

there are several di!erences highlighted in red in the full scriptSig shown in Figure 2.6 [52].

The original transaction scriptSig speciÞes that 48 bytes of data is pushed onto stack by using

opcodePUSHDATA , and the modiÞed scriptSig usesOP PUSHDATA2 (0x4d) to specify

the number of bytes to be pushed is its next two bytes 48 00. That is, both of the two situations

did the same thing - pushing 48-byte signature onto the stack to be executed. Therefore, both

scriptSigs are considered valid, and they produce di!erent transaction hashes, which makes

malleability possible. But in real Bitcoin transactions, using OP PUSHDATA2 is very rare.

Modifying the push operations in scriptSig is the most common form to carry out malleability

attack, besides this method, Pieter Wuille summarized other eight sources of malleability in
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Figure 2.6: Original and ModiÞed scriptSig

Bitcoin together with rules to combat them [59].

2.2 Elliptic Curve Cryptography (ECC)

2.2.1 Mathematical Preliminary

Modular Arithmetic

Modular arithmetic is the arithmetic of congruence Þrst proposed by Friedrich Gauss in 1801

[24]. Numbers in modular arithmetic are operated not on a line, but wrapped around on a

circle. A good example is the clock. There are only twelve numbers from 1 to 12 on a clock

face, and when time gets to 15 oÕclock, it actually shows 3 oÕclock.

Modular arithmetic Þxes an Integer N > 1 called modulus (N = 12 of hours, and N = 60 of

seconds or minutes on a clock), and the value after modulus operation always stays less than

the modulus.

The basic operation of modular arithmetic is reduction moduloN . The result of the reduction

is the reminder r of dividing a by N given an integer a, denoted by r ! a (mod N). For two

integers a and b, if their di!erence is divisible by N , they are said to be congruent moduloN ,

denoted by a ! b (mod N). The operations including addition, subtraction, multiplication in

modular arithmetic can be performed using integer operations Þrst, and then reduce the result

modulo N .
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Group

A group (G, " ) is a setG with a binary operation " (multiplication/ áor addition/+) that oper-

ates on two elements inG to generate the third element also within setG satisfying associativity,

identity, and invertibility conditions.

Associativity is that given three elements a,b,c in set G, the equation a " (b " c) = ( a " b) " c

holds. Identity is that there is an element e in set G such that all elements in G satisÞes

e " a = a " e = a. And invertibility is for any element a in G there is another elementb in G

such that a " b = b" a = e.

A Þnite group is a group containing a Þnite number of elements, and the number is called

order (cardinality). Within a Þnite group G, if a non-empty set S # G, then S is a subgroup

of G, and the identity element of G should also be in the subgroupS.

If a group is generated by one single elementg, it is called cyclic group , while g is generator of

the group. All elements are generated by repeatedly applying the binary operation or inverse to

g. Every cyclic group is an abelian group since the operation in cyclic group is communicative.

Ring and Finite Field

In mathematics, a ring is a set of elements together with addition and multiplication operations

satisfying the following properties:

¥ The ring under addition operation is an abelian group.

¥ The ring under multiplication operation is closed and associative.

¥ For all a,b,c in the ring, the equation a á(b+ c) = a áb+ a ác holds.

A Þeld is a ring that the nonzero elements form an abelian group under multiplication operation.

If a Þeld has a Þnite number of elements, it is called aÞnite Þeld . It only exists when the

order of the Þeld is a prime powerq = pk(p is a prime number, k is an integer larger than zero).

For each prime powerq, there is exactly one up to an isomorphism Þnite Þeld whose order isq,

denoted by GF (p) or Fq.

In elliptic curve cryptography, two kinds of Þnite Þelds are used. One isFp of p elements where

p is a prime, the other is F2m with 2m elements.
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2.2.2 ECC

Public Key Cryptography

Public key cryptography is cryptography that uses a key pair - a public key and a private key

to encrypt and decrypt messages. These two keys are mathematically linked and the public key

is known to everybody to encrypt messages, while private key is only known to the recipient

for decryption. Besides encrypting messages, public key cryptography is also used in message

authentication. The private key is used to process a message to produce a digital signature,

and every one who has the corresponding public key can verify the validity of this signature.

Public key algorithms are based mathematical problems such as integer factorization and dis-

crete logarithm problem which makes it easy to generate a public-private key pair but compu-

tational infeasible to get the private key from the public one.

ECC is one of the public key cryptosystems based on elliptic curves over Þnite Þelds introduced

by Neal Koblitz [33] and Victor Miller [40] in 1985, and the following sections concentrate on

introducing this algorithm.

Elliptic Curves Over Prime Fields

Since Bitcoin system uses elliptic curve over prime ÞeldsFp, this section will introduce some

basics about elliptic curves on over Þnite ÞeldFp, where p is a prime number greater than 3.

The elliptic curve E over Fp can be expressed by the Weierstra equation:y2 = x3+ ax+ b(mod p)

where a, b # Fp and 4a2 + 27b2 $= 0. All the points satisfying the equation together with the

identity element O (point of inÞnity) form group.

The domain parameters on the curve overFp are a sextuple, expressed asT = { p, a, b, G, n, h} ,

where the integerp specifying the Þnite ÞeldFp, a,b are constants deÞning the equation,G is

the base point on the curve, primen is GÕs order, and integerh is its the cofactor. Di!erent

curves will have di!erent domain parameters to form di!erent elliptic curve groups used in

cryptography.
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Point Operations

The binary operation of point on the curve is normally denoted as an addition operation, and

addition of points on curve has geometric interpretation, shown in Figure 2.7 [31].

Given two points on the curve P = ( x1, y1) and Q = ( x2, y2), a line trough P and Q will

intersect the curve with a third point, then the addition of these given two points R = ( x3, y3)

is the third pointÕs symmetric point ofx axis.

Figure 2.7: Point Addition on Elliptic Curve

The double of a point P = ( x1, y1), here we call point doubling, is described in Figure 2.8[31].

To get the point doubling result R = ( x3, y3), Þrst draw a tangent line at the point P, and

this line intersects with the curve at the second point, then the point R is the second pointÕs

symmetric point of x axis.

Similarly, the multiple of a point P = kQ also called point multiplication is just repeated point

additions and point doublings. However given a pointP on the curve and its multiple Q, it is

di"cult to Þnd a unique integer k such that P = kQ. This is called Elliptic Curve Discrete

Logarithm Problem (ECDLP), which is a special case of Discrete Logarithm Problem. The

security of elliptic curve cryptography relies on ECDLP. If the ECDLP is computationally

intractable, the elliptic curve cryptography is considered to be cryptographically strong [9].
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Figure 2.8: Point Doubling on Elliptic Curve

ECC Algorithm

Same with other public key cryptosystems, there are three algorithms in Elliptic Curve Cryp-

tography, shown in Table 2.2.

Key Generation
Private key: a random number d in the range of [1, n %1]

Public key: Q = dP where P is a point on the curve

Encryption

Given a messagem, and its corresponding point M on the

curve. The Ciphertext c = ( c1, c2), c1 = kP , c2 = M + kQ,

where k is chosen randomly in the range of [1, n %1]

Decryption Plaintext is M = c2 %dc1

Table 2.2: ECC Algorithms

2.3 Side Channel Attacks

Side channel attack was Þrst introduced to cryptographic community by P. Kocher in 1996

[34]. The Þrst side channel attack exploited is timing attack, and later Kocher et al. proposed

di!erential power analysis (DPA) and simple power analysis (SPA) [36]. This kind of attack is

to explore the information from physical implementation of a system, rather than weaknesses

of cryptographic algorithms themselves. For example, instead of seeing the ciphertext or both
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ciphertext and plaintext to crack the keys, side channel attacks concentrate on additional inputs

or outputs of the device such as timing information, power consumption, and electromagnetic

radiation.

Timing information refers to the time performing one operation. For di!erent cryptosystems, it

takes di!erent amount of time to process di!erent inputs. Attackers can collect enough timing

information required to perform private key operations to break a cryptosystem.

Power consumption attacks, similar to timing attacks, are to measure power consumption dur-

ing the encryption. The obtained power consumption can be combined with other cryptanalysis

techniques to crack the private key of the system. Power consumption attack can be roughly

divided into simple power analysis (SPA) and di!erential power analysis (DPA). SPA simply

interprets power consumption into visual representation during the operation of a device or

system, and such information may leak important information about the system. Many cryp-

tographic primitives are tested to be vulnerable under such attacks, but they could be avoided

by some countermeasures [2] discussed later. DPA needs not only visual information but also

extra more statistical analysis such as data dependencies on power consumption to crack the

system, and compared with SPA, it is more complex and harder to prevent.

Besides passive side channel attacks, there are also active side channel attacks and one example

is fault analysis. Fault analysis (FA) is based on generating faults to the system to extract

keys. Faults can be introduced by changing voltage, tampering with the clock, changing the

temperature and so on. To identify such faults to carry out attacks, the same message is

encrypted twice and the results are compared.

Although there are a lot of ways to conduct side channel attacks, several basic, high-level

countermeasures have been proposed to Þght against them. The countermeasures can be divided

into two categorizes. One is to avoid or reduce leaking such information; the other is to eliminate

the relationship between the information and secret data.

For timing attacks, adding delays on the operations seems to be the simplest proposal, but the

real implementation may bring some di"culties. If all operations are made to perform using

the same amount of time, it will reduce the e"ciency of the system. Adding random delays on

operations can reduce the possibilities to crack the system, but it is still possible to attack it

by collecting more data pieces.

As for power consumption attacks, a method of preventing SPA and DPA is power consumption
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balancing. This method requires dummy registers to be installed to make sure the total power

consumption is balanced. This method changes the power consumption into a constant and

eliminates data dependency between inputs and private keys. Another common methods is to

add noise to power consumption measurements. Similar with adding delays on timing attacks,

adding noise can also increase the number of samples required to crack the system.

To prevent di!erential fault attacks, just run every encryption twice to check the two results,

output the encryption result only if they are the same. However this method will cost more

computation time for the system.

2.4 Related Work

2.4.1 Alternative of Public Key Cryptography in Bitcoin

In 2013, Vitalik Buterin adopted Lamport Signatures to replace elliptic curve cryptography

used in Bitcoin system [10]. This idea is inspired by assuming the existence of quantum com-

puters. ShorÕs algorithm is useful in factoring numbers in quantum computers, and the modiÞed

version can reduce the runtime to crack elliptic curve cryptography signiÞcantly. In a Bitcoin

transaction, the public key is exposed in a used Bitcoin address, which makes elliptic curve

cryptography easy to crack. Therefore, the LamportÕs one time signature can be used to con-

struct the public key to replace the one in elliptic curve cryptography. Construction of Bitcoin

addresses still remains unchanged, but the public key used consists of 320 RIPEMD-160 hashes

instead of the elliptic curve point.

Joseph Binneau and Andrew Miller proposed another cryptocurrency called Fawkescoin in 2014

[6]. It utilizes Bitcoin-like mechanisms but for transactions, BitcoinÕs ECDSA signature is

replaced by using hash-based Guy Fawkes signature, which is similar to ButerinÕs method.

However, LamportÕs signature scheme will produce signatures with thousands of bits, and is

unwieldy in Bitcoin system.

Binneau and MillerÕs Guy Fawkes signature based proposal constructs secure signatures using

only a hash function and a secure timeline service which make Fawkescoin more e"cient. The

security of the transaction relies on the fact that the message transferred is made public before

x is published, wherex is a random, secure value only known by the owner to compute the hash

value H (x) as the address.

26



Up to now, there are no obvious ßaws of ECDSA used in Bitcoin protocol. The replacement of

public key cryptography shows it is possible to construct Bitcoin like cryptocurrency before pub-

lic key cryptography is invented. And if public key algorithms in Bitcoin protocol compromised,

such backup plans can be used as a response to the security issues.

2.4.2 Performance Improvement on ECC/ECDSA

Improving the performance of ECDSA is some sense similar with improving the e"ciency of

elliptic curve cryptography, since the point multiplication is the most time-consuming operation.

To calculate the point multiplication, the simplest method is called double-and-add using binary

representation. Generalizations of this binary method such ask-ary method, signed window

method could be used to compute the point multiplication of elliptic curves over a Þnite Þeld

[38]. These algorithms process a block of digits simultaneously and needs a few precomputations

based on the size of the block. Gordon detailed some fast exponentiation methods that could

be used in ECC in [25]. Itoh et al. [29] proposed formulas for computing repeated doublings

in projective coordinates that are compatible with window method, so that the number of

Þeld multiplications and Þeld additions are both reduced. Recently, Emilia Kasper presented

a method to improve the performance of elliptic curve library in openSSL [32]. The author

chosesecp224r1curve to be used in the 64-bit implementation. To reduce cost during the point

operation, standard precomputation technique is used to compute multiples of a given point

before the scalar point multiplication is performed, and the Þnal total number of point doubling

and point addition in point multiplication is cost down. Also, the author performed interleaved

multiplication by precomputing linear combinations for a Þx point G to reduce doubling and

addition.

2.4.3 Side Channel Attacks and Countermeasures in ECC/ECDSA

The goal of side channel attacks on ECC is to get the secret scalar which is similar to attacks

on ECDSA in Bitcoin. And there are quite a lot di!erent ways to Þght against such attacks.

MontgomeryÕs method introduced in 1987 [41] is said to be resistant to timing attacks and

simple power analysis [28, 44], but Brumley and Tuveri proposed a remote timing attack in

OpenSSLÕs Montgomery ladder implementation of ECDSA using elliptic curves over binary
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Þelds [8]. Luther Martin did not think it is a serious attack since it is a rare situation which

only works on ECDSA used in OpenSSLÕ TLS over binary Þelds [37] . Since ECDSA in Bitcoin

uses curves over prime Þelds, this attack can be ignored. However, after FLUSH+RELAOD

attack proposed, Yarom and Falkner recovered ECDSA secret scalar in OpenSSL with Mont-

gomery ladder implementation using the attack. By getting the scalar, attackers could forge

an unlimited number of signatures. The authors suggested that Montgomery ladder method

should be avoided in the implementation of elliptic curve protocols in OpenSSL since it is no

longer secure at all.

Another way to protect against simple side channel attacks similar to Montgomery ladder called

double-and-add-always is proposed by Coron in 1999 [16], and Coron mounted a di!erential

power attack on elliptic curve cryptography and proposed three countermeasures against it:

randomizing the private scalar, blinding the point P and randomizing projective coordinates.

But presented in [22], randomizing private scalar is vulnerable under carry-based attack, and

[23] shows both scalar randomization and point blinding are not resistant to the doubling attack.

But fortunately a method called random key splitting [12] makes elliptic curve cryptography

resistant to doubling attack by splitting the secret scalar into two random values.

As for fault analysis, coherence check described by Dominguez Oviedo A. [19] could be used in

Montgomery ladder to withstand di!erential fault analysis. What is more, Montgomery ladder

is resistant to C safe-error attack which is also a kind of fault analysis in ECC [41]. Combined

curve check proposed by Blomer J. et al. [5] could withstand the sign change fault attacks by

introducing a reference curve to detect faults. Ciet and Joye [13] also introduce two methods

point validation and curve integrity check. Point validation checks whether a certain point is

on the curve to protect against invalid point attacks. While curve integrity check detects fault

injections on curve parameters when point multiplication is calculated.

Putting side channel attack into Bitcoin protocol, Benger et al. proposed an attack to recover

private key from OpenSSL ECDSA algorithm [4]. The analysis is based on the curvesecp256k1

used in Bitcoin system. The authors combined the FLUSH+RELOAD attack proposed by

Yarom and Falkner [60] and lattice techniques. And they were able to recover private keys in

elliptic curve with high probability using less than 256 signatures.

This attack requires obtaining several signatures for a designate private key, so one of the

mitigation is to limit the number a private key used. Bitcoin system also usessecp256k1,
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and it recommends a new private key should be used for each transaction. However, this

recommendation is not always followed [47]. Therefore, Bitcoin transaction can also be a!ected

by this attack, and this side channel attack could give guidance to avoid it when implementing

Bitcoin ECDSA algorithms.

2.4.4 Deterministic ECDSA

In 2010, the ECDSA private keys of SonyÕs PlayStation 3 were leaked because of the bad

random number generator they used [21]. The random scalar generated in signing process was

later proved to be a constant number. And recently, some ßaws were found in Android devices

when generating random values, leading to Bitcoin lost for devices running Bitcoin software

[58].

These two security incidents in ECDSA are all due to bad number generators used. To avoid

using such random number generators, a deterministic ECDSA could increase the security

of the implementation. The deterministic ECDSA is proposed by Pornin in RFC 6979 [46].

Deterministic here means, instead of selecting a random scalark in signing process,k is Þxed

with the same message and private key during signature generation but it is indistinguishable

with random generated ones. The generation ofk uses the hash of the messageh(m) and private

key as input to a deterministic pseudorandom number generator HMAC-DRBG, and output of

the generation is used to yieldk. The detailed algorithm is described in [46]. The security can

be assured as long as HMAC behaves as a pseudorandom function.
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Chapter 3

Algorithm SpeciÞcation

This chapter intends to present the preparation of related parameters and algorithms before

the implementation of ECDSA and Bitcoin transaction as well as its performance and security

improvement.

Firstly, the core of the system implementation is to know the parameters and algorithms of how

prototype ECDSA is deÞned, and what curve is used in Bitcoin. The subsequent implemen-

tation is based on it. Secondly, since transaction of Bitcoin is based on digital signatures to

prove Bitcoin ownership, the processes of Bitcoin transaction hashing and signing should also

be made clear. Thirdly, algorithms of most e"cient version of ECDSA combining projective co-

ordinates and window method are listed. At last, to add more security countermeasures against

side channel attacks, the algorithms of defending against, for example, simple power analysis,

di!erential power analysis, and fault analysis that are compatible with the designed ECDSA

are summarized.

3.1 ECDSA Parameters and Algorithms

3.1.1 Curve

The Bitcoin system uses ECDSA by adopting the curve 256-bit domain parameterssecp256k1.

Its Weierstra expression isy2 = x3 + 7, and values of the corresponding domain parameters are

shown in Table 3.1 [50] in hexadecimal format.
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Parameter Value

p FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFC2F

a 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

b 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000007

G 02 79BE667E F9DCBBAC 55A06295 CE870B07 029BFCDB 2DCE28D9 59F2815B 16F81798

n FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFE BAAEDCE6 AF48A03B BFD25E8C D0364141

h 01

Table 3.1: Parameters ofsecp256k1

3.1.2 Point Operation Parameters and Algorithms

In Section 2.2.2, binary operations to Þnd a point on elliptic curves over Þnite ÞeldFp is

geometrically described. Since calculation of point multiplication is based on point addition

and point doubling, given two distinct points to add or one point to double, the algebraic

expressions are deÞned as follows in Equation 3.1 and Equation 3.2:

¥ Point addition: R(x3, y3) = P(x1, y1) + Q(x2, y2)

!
"

#

x3 = ( ! 2 %x1 %x2) mod p

y3 = ( ! (x1 %x3) %y1) mod p
(3.1)

where ! = ( y2 %y1/x 2 %x1) mod p

¥ Point doubling: R(x3, y3) = 2 P = P(x1, y1) + P(x1, y1)

!
"

#

x3 = ( ! 2 %2x1) mod p

y3 = ( ! (x1 %x3) %y1) mod p
(3.2)

where ! = ((3 x2
1 + a)/ 2y1) mod p

With the parameters of point addition and doubling, point multiplication can be calculated,

and the most basic method implementing it is double-and-add algorithm in Algorithm 1.
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Algorithm 1 Double-and-add Algorithm
Require: d,P

Ensure: Q = dP

1: if d1 = 1 then

2: Q := P

3: end if

4: for i = 1 to n do

5: Q := 2Q

6: if di = 1 then

7: Q := Q + P

8: end if

9: end for

10: return Q

There are many di!erent implementations of point multiplication algorithm for di!erent pur-

poses, and double-and-add method can be replaced by other methods to improve the perfor-

mance of ECDSA algorithm or protect against some types of side channel attacks.

3.1.3 ECDSA Algorithms

The implementation of ECDSA in Bitcoin system should follow the processes of key generation,

signing and veriÞcation algorithms strictly. In ECDSA, the signature generation and veriÞcation

is similar to DSA, but the key generation is based on ECC algorithm.

Key Pair Generation

The key pair in ECDSA is generated based on the domain parameters, and in Bitcoin system,

the domain parameters are listed in Section 3.1.1. Given the elliptic curve E overZp with

number of points that is divisible by the large prime n,

1. Choose a pointP(xp, yp) on the curve and a random integerd # [1, n %1].

2. Compute Q(xq, yq) = dP, make sure the pointQ is also on the curve.

3. Public key is (E, P, n, Q), and private key is d.
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Signature Generation

Given a messagem to be signed and the private keyd,

1. Choose a random integerk # [1, n %1].

2. Compute (x1, y1) = kP , convert x1 into integer and r = x1 mod n. (Return to step 1 if

r = 0)

3. Compute s = k" 1(SHA1(m) + dr). (Return to step 1 if s = 0)

4. Signature is (r, s) pair.

Signature VeriÞcation

Given the signature pair (r, s) on message m and public key (E, P, n, Q),

1. Check that integers r, s # [1, n %1].

2. Compute w = s" 1 mod n.

3. Compute u1 = SHA1(m)w mod n, u2 = rw mod n.

4. Compute (x0, y0) = u1P + u2Q, convert x0 into integer and v = x0 mod n.

5. Compare v and r , accept the signature only if v = r .

3.2 Bitcoin Transaction Process

3.2.1 Transaction Signing

The process of signing and verifying transactions in Bitcoin system is quite complex. Runeks

[48] and Ken Shirri! [54] described the transaction process in very detail by providing examples.

With these examples, given a previous raw transaction to redeem Bitcoins from its outputs, the

new transaction can be constructed manually. And the process can be divided into two forms:

unsigned transaction and signed transaction.
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The new unsigned transaction

Just as described in Section 2.1.2, the raw transaction contains inputs including previous trans-

action hash, index and scriptSig as well as outputs including values and scriptPubKey. To

redeem Bitcoins, all elements in new transaction are derived from the previous raw transaction.

The unsigned transaction which will be used to generate the signed one containing 13 elements

(only suitable for one input and one output) shown in Table 3.2.

Index Unsigned tx element Length (bytes)

1 Version Þeld 4

2 Number of inputs 1

3 Previous transaction hash 32

4 Output index to redeem 4

5 Length of scriptSig 1

6 scriptPubKey to be redeemed 25

7 Sequence Þeld 4

8 Number of outputs 1

9 Amount to be redeemed 8

10 Length of actual scriptPubKey 1

11 Actual scriptPubKey 25

12 Lock time Þeld 4

13 Hash code type 4

Table 3.2: Elements in an Unsigned Transaction

The third element previous transaction hashis generated by double hashing all elements involved

in previous transaction using SHA256 algorithm. Since in current transaction the data has not

been signed, the sixth element, instead of being scriptSig, is the scriptPubKey of the previous

transaction to be redeemed. A thing need to mention is,scriptPubKey to be redeemedonly

appears once only if there are more outputs.

The new Signed transaction

The unsigned transaction is easy to obtain given the previous raw transaction. However, the

transformation from unsigned to signed transaction is quite complex. The Þnal scriptSig is a
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main part in signed transction, and it is generated by, Þrstly create a public/private ECDSA key

pair and double hash the new unsigned transaction using SHA256. Next generate the signature

by using the private key to sign on the hash. Then the Þnal scriptSig will be a concatenating

of length of signature, signature, one byte hash code type, length of public key and public key.

Compared with unsigned transaction, there are only three elements changed in the signed

transaction highlighted in red in Table 3.3. The new generatedÞnal scriptSig will replace the

sixth element scriptPubKey to be redeemed, and its corresponding length will be changed as

well. Di!erent with scriptPubKey to be redeemedfor multiple outputs, Þnal scriptSig should

appear in every output. In addition, the last element hash code typein unsigned transaction

will be removed.

Index Signed tx element Length (bytes)

1 Version Þeld 4

2 Number of inputs 1

3 Previous transaction hash 32

4 Output index to redeem 4

5 Length of Þnal scriptSig 1

6 Final scriptSig Normally 138

7 Sequence Þeld 4

8 Number of outputs 1

9 Amount to be redeemed 8

10 Length of actual scriptPubKey 1

11 Actual scriptPubKey 25

12 Lock time Þeld 4

13 N/A N/A

Table 3.3: Elements in a Signed Transaction

3.2.2 Transaction VeriÞcation

The veriÞcation process of Bitcoin is quite simple compared with the signing process. It just uses

the ECDSA algorithm mainly to verify that the inputs of the new transaction are authorized to

receive the speciÞed values from the previous transactionÕs referenced outputs. There are three

parameters needed during veriÞcation process, the signature and public key are contained in
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scriptSig, and the original message needed to be veriÞed is double hash value of the unsigned

transaction.

3.3 Performance Improvement

According to our investigation, the most e"cient version of ECDSA algorithm uses projective

coordinates with the window method for point multiplication, and detailed steps and measure-

ments are in my cooperatorÕs thesis.

Equation 3.1 and 3.2 are addition and doubling formulas used in a"ne coordinate system, but

inversions (givenx to Þnd y such that xy = 1 where x, y in F p) cause point addition, doubling

and point multiplication to be highly ine"cient [27]. To avoid inversion operations, another

coordinate system without using inversions in point addition and doubling is expected to be

used. Projective coordinate system is such a system to represent points over prime elliptic

curve y2 = x3 + ax + b. It uses a triple (X, Y, Z ) to represent a point in a"ne coordinate

(x, y) = ( X/Z, Y/Z ). There are many di!erent ways for point addition and doubling with

di!erent operation counts, and the formulas chosen to be used are displayed in Appendix A.

The implementation should follow the algorithms strictly.

Window method for point multiplication could compute some of the points in advance to reduce

the number of computations. The algorithm is shown in Algorithm 2.

In this algorithm, a new parameter w is introduced representing the window size and 2w values

of dP will be precomputed whered = 0 , 1, 2. . . 2w %1. Normally the best choice of valuew is 4

for curves recommended by NIST [17]. The process of window method is similar to double-and-

add algorithm, but it is more e"cient because there are fewer point additions by performing

precomputations.
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Algorithm 2 Window Method Algorithm
Require: d,P

Ensure: Q = dP

1: if d1 > 0 then

2: Q := d1P

3: end if

4: for i = 1 to n do

5: Q := 2 wQ (Repeated doubling)

6: if di > 0 then

7: Q := Q + di P(Precomputed value di P)

8: end if

9: end for

10: return Q

3.4 Side Channel Countermeasures

Up to now, there are no practical methods of timing attacks on ECDSA algorithm in Bitcoin

protocol, but the elliptic curve cryptography is vulnerable under some basic side channel attacks

such as simple power analysis, di!erential power analysis and fault analysis. The implementation

of ECDSA in Bitcoin is expected to be against such basic attacks. Followings are some of

countermeasures against side channels that are suitable for implementation.

3.4.1 Simple Power Analysis

For simple power analysis, there are three methods suitable for our implementation: double-

and-add-always, Montgomery ladder and uniÞed operation.

Double-and-add-always . It is an improvement of double-and-add method in Algorithm 1 by

adding dummy point additions. For each bit of the private scalar, both addition and doubling

are performed so that operations are independent from the value of scalar.
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Algorithm 3 Double-and-add-always Algorithm
Require: d,P

Ensure: Q = dP

1: Q[0] = O

2: Q[1] = O

3: if d1 = 1 then

4: Q[0] := P

5: end if

6: for i = 1 to n do

7: Q[0] := 2Q[0]

8: Q[1] := Q[0] + P

9: Q[0] := 2Q[di ]

10: end for

11: return Q[0]

Montgomery ladder . This method shown in Algorithm 4 performs point multiplication by us-

ing the form of double-and-add method but it computes the same number of point doubling and

additions in a Þxed pattern regardless of the secret scalar and no dummy operations involved.

UniÞed operation . This method uniÞes the doubling and addition into one operation to

eliminate di!erence between point doubling and addition. Brier and Joye [7] proposed one

single formula that suitable for both operations so that point doubling is not needed any more,

the uniÞed formula is shown in Appendix B.
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Algorithm 4 Montgomery Ladder Algorithm
Require: d,P

Ensure: Q = dP

1: Q[0] = O

2: Q[1] = O

3: if d1 = 1 then

4: Q[0] := P

5: Q[1] := 2P

6: end if

7: for i = 1 to n do

8: Q[1 %di ] := Q[0] + Q[1]

9: Q[di ] := 2Q[di ]

10: end for

11: return Q[0]

3.4.2 Di!erential Power Analysis

To avoid techniques statistically analyzing the secret scalar, several basic countermeasures are

proposed against di!erential power analysis, for example, scalar blinding, base point blinding

and random scalar splitting.

Scalar blinding chooses a random numberk of n bits when computing Q = dP, then compute

d# = d + k & # N where N refers to the number of points on the curve, thenQ = d#P =

(d + k &# N )P = dP since #NP = O.

Base point blinding is similar to scalar blinding and it blinds the base point P by computing

Q# = d(P + R) while the value of dR is stored secretly.

Random scalar splitting is to split the scalar into two random k1 and k2 where k = k1 + k2

so that every execution the scalar is random. Another splitting is to choose a randomr , so

k = ' k/r ( + ( k mod r).
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3.4.3 Fault Analysis

According to the review of fault analysis countermeasures in section 2.4.3, some of the methods

do not Þt into our ECDSA implementation, for example, point validation checks whether point

to be multiplied lies on the curve or not. However in ECDSA, the base point is constant and

always lies on the curve, so this method does not applicable.

Double-and-add-always is not immune to a C safe-error (computational safe-error) introduced

by Yen and Kim et al. [57] because when inducing errors in operationQ[1] := Q[0] + P of

Algorithm 3 there is no di!erence if the scalar bit bi is zero. In such a way the scalar can be

easily obtained. However Montgomery ladder method is resistant to this attack because there

are no dummy operations involved so that any errors induced will cause an incorrect result.

Coherence Check . Another countermeasure against di!erential fault analysis called Coher-

ence Check [19] is e!ective only when Montgomery ladder is used. This is due to the fact that the

di!erence betweenQ[0] and Q[1] is alwaysP in Algorithm 4. If the di!erence value is checked

during and after the point multiplication, whether errors induced or not can be detected.
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Chapter 4

Implementation

This chapter covers the details of Java implementation based on algorithms speciÞed in Chapter

3. Java methods of ECDSA prototype using a"ne coordinates and improved version using

projective coordinates are summarized, and modiÞed code pieces achieving security goals against

side channel attacks are presented.

4.1 Programming Language and Environment

The implementation environment is quite simple without complex setups. The system used to

implement the prototype of ECDSA algorithm and Bitcoin transaction is MAC OS X version

10.9.4, the programming language is Java [42], and the programming tool is Eclipse Standard

4.4 for MAC OS X 64-bit [56], and what is more, the implementation imports an external jar

Þle Bouncy Castle 1.5.0 [11] in Java which is a collection of APIs especially for cryptography.

4.2 ECDSA Prototype

The implementation of ECDSA prototype algorithm has three classes: PointMultiplication,

GenerateKey and ECDSA. PointMultiplication class mainly performs the point addition, point

doubling and point multiplication. GeneratKey is a class generating public/private key pair,

while ECDSA class is to sign the message and verify the generated signature. Table 4.1 shows

the main packages used in the implementation of these three classes with short descriptions.
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Class Package Imported Package Imported

Common Packages java.math.BigInteger
Provides classes for arithmetic operations of

very large numbers

Common Packages java.security.spec.EllipticCurve
A class containing necessary values to represent

an elliptic curve

Common Packages java.security.spec.ECPoint
A class specifying a point on the elliptic curve

in a!ne coordinate representations

Common Packages java.security.SecureRandom
Used to generate cryptographically strong random

numbers

GenerateKey class java.security.KeyPair
A simple holder for a public and private key

pair

GenerateKey class java.security.KeyPairGenerator
A class used to generate a pair of public key and

private key

GenerateKey class
java.security.PrivateKey

java.security.PublicKey

Used for representing a private key and a public

key respectively

GenerateKey class java.security.interfaces.ECPrivateKey
An interface generating signatures on messages

using ECDSA

GenerateKey class java.security.interfaces.ECPublicKey
An interface verifying signatures on signed

messages using ECDSA

GenerateKey class java.security.spec.ECFieldFp
A class deÞning an elliptic curve over prime Þnite

Þeld

GenerateKey class java.security.spec.ECParameterSpec A class specifying domain parameters used in ECC

GenerateKey class org.bouncycastle.jce.ECPointUtil
A bouncycastle utility class used for elliptic

curve decoding

GenerateKey class org.bouncycastle.util.encoders.Hex
A bouncycastle class used for convert

hexadecimal strings

ECDSA class java.security.MessageDigest
Provides the functionality of hash algorithm such as

SHA1 and SHA256

Table 4.1: Descriptions of Imported Packages

4.2.1 Point Multiplication (PointMultiplication class)

PointMultiplication class contains methods of calculating point multiplication that will be used

in both ECDSA signature signing and veriÞcation. There are three methods:AddPoint () ,

DoublePoint (), and ScalarMulti () .

The AddPoint () and DoublePoint () methods are implemented using the equations in Section

3.1.2 to calculate the new point. Before performing the addition operation inAddPoint ()

method, equality of two input points P and Q will be checked. If they are equal,DoublePoint

() method is called. The equality of the two points and InÞnity point are checked respectively

as well. If one of the points, for exampleP is a point at inÞnity, the AddPoint () will return

the value of Q directly without performing the addition equations.
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ScalarMulti () method is implemented using double-and-add method by callingAddPoint () and

DoublePoint (). This method will be changed later for performance and security considerations.

Return type Method Explanation

BigInteger SelectK ()

This method is to generate a secret random

256-bit value k of type BigInteger within

the range of [1, n " 1],where the prime n is the

order of the base point G. If the generate

value k is not coprime with p deÞning the

Þeld, regenerate a new one.This method

returns the random k .

BigInteger
SHA1

(byte [] m)

This method generates the hash value of a

messagem by using SHA1 algorithm.

This method returns hash value with type

BigInteger of the input message m.

BigInteger[]
Sign

(byte [] m, BigInteger privatekey)

This method is implemented following the

algorithm outlined in Section 3.1.3 signature

generation. The message to be signed and the

private key (generated using KeyGeneration () )

are used to produce the signature. The

method calls SelectK () , SHA () and

ScalarMulti () to generate a random value k,

SHA1 hash value of the message and point

multiplication result respectively. All the

other operations are done by using related

Java BigInteger classes.

This method returns an array of type

BigInteger signature .

void
Verify (byte [] m,

BigInteger [] signature, ECPoint publickey)

This method is implemented following the

algorithm outlined in Section 3.1.3 signature

veriÞcation. Given the original message m,

the returned signature from Sign () and

public key (generated using KeyGeneration () ),

the signature validity is checked and

veriÞed. This method calls ScalarMulti () and

AddPoint () to do point multiplication and

point addition. All the other operations are

done by using Java BigInteger classes.

This method outputs the veriÞcation result of

the generated signature. If signature is valid,

output ÔValid signatureÕ and otherwise

ÔInvalid signatureÕ.

Table 4.2: ECDSA Class Description

43



4.2.2 Key Generation (GenerateKey class)

GenerateKey class generates a key pair particularly used in Bitcoin transaction. The curve

domain parameters insecp256k1are initialized to specify the elliptic curve. There is only one

method KeyGeneration () returning a key pair array with the value of private key, x coordinate

of public key and y coordinate of public key. Instead of following the process of ECDSA key

generation, the key pair is generated using the java.security.KeyPairGenerator class.

4.2.3 Signature Generation and VeriÞcation (ECDSA class)

Signature generation and veriÞcation processes are all performed in ECDSA class. Besides the

Sign () and Verify () , there are two more methodsSelectK () generating a random numberk

used in signature generation andSHA1 () computing SHA1 hash value of a message. Table 4.2

gives details about the inputs, outputs or return value of each method.

4.3 Bitcoin Transaction Process

The process of generation Bitcoin transaction follows the sequence in Section 3.2, and the

implementation details are presented in my cooperatorÕs thesis.

4.4 ECDSA in Projective Coordinates

ECPoint class in Java API only support points on the curve represented in a"ne coordinates, so

PointMultiplication class is modiÞed to support representation in projective coordinates. The

new created class called pointMultiplication is just a rewrite of ECPoint class including point

addition, doubling and multiplications operations. Window method is used in point multiplica-

tion. Table 4.3 and Table 4.4 are a summary of constructors and methods in pointMultiplication

class respectively.

Constructor Description

pointMultiplication (BigInteger X, BigInteger Y,

BigInteger Z)

Creates a point represented using a tripe ( X, Y, Z ) to

replace the a!ne coordinates ( x, y ) .

Table 4.3: Constructor of pointMultiplication Class
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Return type Method Description

BigInteger getX()
This method returns the a!ne

x -coordinate , where x = X/Z .

BigInteger getY()
This method returns the a!ne

y -coordinate , where y = Y/Z .

boolean isInÞnity()
This method returns true if the point is

point at inÞnity, otherwise return false.

pointMultiplication AddPoint (pointMultiplication a)

This method is implemented using

point addition formula in projective

coordinates in Appendix A, and it

computes addition of two di"erent

points. If two points are equal,

DoublePoint () method will be called.

This method returns a new point which

is addition of two di"erent points, or

return to the value of one point if

the other point is inÞnity point.

pointMultiplication DoublePoint ()

This method is implemented using

point doubling formula in projective

coordinates in Appendix A, and it

computes double value of a point.

This method returns a new point which

is doubling of a given point.

pointMultiplication

ScalarMulti

(BigInteger kin, pointMultiplication

point)

This method is to calculate point

multiplication by calling AddPoint ()

and DoublePoint () methods using

window method in Algorithm 2. The

window size w = 4 and 16 values

0P, 1P, 2P . . . 15P are computed in

advance.

This method returns a new point which

is the point multiplication value given a

scalar and a point.

Table 4.4: Method Description of pointMultiplication Class

4.5 Side Channel Countermeasures

There are many methods to Þght against side channel attacks, and here four di!erent versions

are implemented with di!erent speed performance and security.

45



4.5.1 Version 1- Double-and-add-always + Scalar Blinding

The Þrst version implements CoronÕs two methods double-and-add-always together with scalar

blinding. The method is Scalar () in Listing 4.1.

The double-and-add-always replaces window method on projective coordinate representation.

The modiÞcation is simple by adding dummy additions on double-and-add method for every

bit of the private scalar. Also, instead of performing point multiplication on the private scalar

directly, a 20-bit random value r is chosen to blind the scalar, the value ofr &# NG = O where

# N is order of base pointG, which will not make di!erence on the Þnal value.

Listing 4.1: Code Extract of Double-and-add-always + Scalar Blinding

/* *

* This method computes the point mult ip l icat ion , it is only used during

* signing phase.

*/

publ ic pointMult ip l icat ion Scalar ( BigInteger kin , pointMult ip l icat ion point )

{

// choose a secure number r of 20 bits .

SecureRandom sr = new SecureRandom() ;

BigInteger r = new BigInteger (20 , sr ) ;

// computes k = kin +r * N ( N is the order of G)

BigInteger k = kin . add( r . mult iply ( ECDSA. key . N)) ;

// fo l lowing computes k * G=( kin +r * N) * G=kin * G

String K = k . toStr ing (2) ;

pointMult ip l icat ion [] q = new pointMult ip l icat ion [2];

// in i t ia l ize q

q[0] = new pointMult ip l icat ion ( zero , zero , null ) ;

q [1] = new pointMult ip l icat ion ( zero , zero , null ) ;

if ( K. substr ing (0 , 1) . equals ( " 1" ) ) {

q[0] = point ;

}

// double and add always method

for ( int i = 1; i < K. length () ; i ++) {

q[0] = q[0]. DoublePoint () ;

q [1] = q[0]. AddPoint ( point ) ;

int di = Integer . parseInt ( K. substr ing ( i , i + 1) ) ;

q [0] = q[ di ];

}

return q[0];

}
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4.5.2 Version 2- Window-add-always + Scalar Blinding

The second version implements the so called window-add-always and scalar blinding methods on

projective coordinates. The window method and double-and-add-always is combined so that it

is possible to perform dummy addition operations, and I call this variant of window method as

window-add-always. Same with the previous version against side channel attack, scalar blinding

is used as well. This implementation is in Listing 4.2.

Listing 4.2: Code Extract of Window-add-always + Scalar Blinding

/* *

* This method computes the point mult ip l icat ion , it is only used during

* signing phase.

*/

publ ic pointMult ip l icat ion Scalar ( BigInteger kin ) {

// select a secure random r of 20 bits

SecureRandom sr = new SecureRandom() ;

BigInteger r = new BigInteger (20 , sr ) ;

// compute K=kin +r *# N( N is the order of G)

BigInteger K = kin . add( r . mult iply ( ECDSA. key . N)) ;

// fo l lowing computes k * G=( kin +r * N) * G=kin * G

String k = K. toStr ing (16) ;

pointMult ip l icat ion [] q = new pointMult ip l icat ion [2];

int a =Integer . parseInt ( k . substr ing (0 ,1) ,16) ;

if ( a>0) {

q[0] = precompute [ a];

}

// for i =1 to n

for ( int i = 1; i < k . length () ; i ++) {

// q=2^4P=16P=DoublePoint ( DoublePoint ( DoublePoint ( DoublePoint

( q) ) ) ) .

q [0] = q[0]. DoublePoint () ;

q [0] = q[0]. DoublePoint () ;

q [0] = q[0]. DoublePoint () ;

q [0] = q[0]. DoublePoint () ;

int di = Integer . parseInt ( k . substr ing ( i , i + 1) ,16) ;

// for every bit of the scalar , always perform addit ion

operat ion

q[1] = q[0]. AddPoint ( precompute [ di ]) ;

if ( di >0) {

q [0]= q[1];

}

else

q[0]= q[0];}
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return q[0];

}

4.5.3 Version 3- Montgomery Ladder + Random Scalar Splitting

The third version of the implementation against side channel attacks, combines Montgomery

ladder method in Algorithm 4 and the random scalar splitting method. The Montgomery

does not use dummy operations but for every bit of the scalar, Þxed pattern operations are

performed. As for random scalar splitting a random numberrr of 200 bits is chosen to perform

the scalar multiplication Þrst rr &P, then (k %rr ) &P computed again to calculated the Þnal

result Q = rr &P + ( k %rr ) &P = k &P.

Listing 4.3: Code Extract of Montgomery Ladder + Random Scalar Splitting

public pointMult ip l icat ion ScalarMult i ( BigInteger kin ,

pointMult ip l icat ion point ) {

// choose a secure random r

SecureRandom sr = new SecureRandom() ;

BigInteger rr = new BigInteger (200 , sr ) ;

Str ing r = rr . toStr ing (2) ;

// compute R = r * point

pointMult ip l icat ion [] R = new pointMult ip l icat ion [2];

R[0] = new pointMult ip l icat ion ( zero , zero , null ) ;

R[1] = point ;

for ( int i = 0; i < r . length () ; i ++) {

int di = Integer . parseInt ( r . substr ing ( i , i + 1) ) ;

R[1 - di ] = R[0]. AddPoint ( R[1]) ;

R[ di ] = R[ di ]. DoublePoint () ;

}

// compute b=( k - r ) * point

Str ing b = kin . subtract ( rr ) . toStr ing (2) ;

pointMult ip l icat ion [] B = new pointMult ip l icat ion [2];

B[0] = new pointMult ip l icat ion ( zero , zero , null ) ;

B[1] = point ;

for ( int i = 0; i < b. length () ; i ++) {

int di = Integer . parseInt ( b. substr ing ( i , i + 1) ) ;

B[1 - di ] = B[0]. AddPoint ( B[1]) ;

B[ di ] = B[ di ]. DoublePoint () ;

}

// compute Q = r * point +( k - r ) * point =k * point

pointMult ip l icat ion Q = B[0]. AddPoint ( R[0]) ;

return Q;

}
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4.5.4 Version 4- Montgomery Ladder + Scalar Blinding

The last version of implementation does not introduce any new methods, it is just a combination

of version 3 with Montgomery ladder and version 2 with scalar blinding, with code extract shown

in Listing 4.4.

Listing 4.4: Code Extract of Montgomery Ladder + Scalar Blinding

public pointMult ip l icat ion ScalarMult i ( BigInteger kin ,

pointMult ip l icat ion point ) {

Long startTime = System. currentTimeMil l is () ;

// select a secure random r of 20 bits

SecureRandom sr = new SecureRandom() ;

BigInteger r = new BigInteger (20 , sr ) ;

// compute K=kin +r *# N( N is the order of G)

BigInteger K = kin . add( r . mult iply ( ECDSA. key . N)) ;

// fo l lowing computes k * G=( kin +r * N) * G=kin * G

String k = K. toStr ing (2) ;

pointMult ip l icat ion [] Q = new pointMult ip l icat ion [2];

Q[0] = new pointMult ip l icat ion ( zero , zero , null ) ;

Q[1] = point ;

// for i =0 to n

// Montgomery ladder method

for ( int i = 0; i < k . length () ; i ++) {

int di = Integer . parseInt ( k . substr ing ( i , i + 1) ) ;

Q[1 - di ] = Q[0]. AddPoint ( Q[1]) ;

Q[ di ] = Q[ di ]. DoublePoint () ;

}

return Q[0];

}

4.6 Di"culties

During the implementation of prototype ECDSA, Bitcoin transaction and performance improve-

ment, several problems were encountered because a minor mistake will inßuence the correctness

of the result. Following listed a summary of such problems.
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Modular used

One of the keys to successfully implementing ECDSA prototype is to follow the mathematical

algorithms. Point operations, signature generation and veriÞcation all need to perform modular

operations, however for simpliÞcation, they are always omitted in the formula. So it takes me

a long time to check errors derived from improper modular usage. Also checking if a point on

the curve over Fp, the point should satisfy the equation y2 = x3 + ax + b (mod p) while the

modular p should be never forgotten.

Double Hash

In the creation of Bitcoin transaction, all elements in previous transaction should be double-

hashed using SHA256 and generate a hash used in current transaction. The type of current

transaction is String, so I created a methodSHA256 () which returns a String type hash value

as well. However, the double hash result is incorrect by callingSHA256 () twice. This is because

the second time callingSHA256 () is actually hashing the hexadecimal representation of the

Þrst hash instead of the binary data that the hex represents. Therefore, I changed the return

data type to byte array, and convert the hash value to String after it is double hashed.

Complex Data Type Conversion

When manually creating Bitcoin transaction, the trickiest thing is conversion of data types.

For example, the type of ECDSA public key and generated signature are BigInteger, but the

generated scriptSig is of type String, therefore the BigInteger type will Þrstly be converted into

type byte array, and then type String, which makes the whole implementation error prone.

Window Method Improvement

Window method contains a step to compute repeated point doublings, and in current imple-

mentation, window size 4 decides four point doublings are needed, this is assumed to be a

costing part. Many attempts tried to modify the DoublePoint () method so that only one point

doubling is used, but unfortunately all attempts failed. And this di"culty is the only unsolved

one.
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Chapter 5

Results and Evaluation

In this chapter, di!erent implementations on performance are tested under 2.4 GHz Intel Core i7

processor. Since side channel countermeasures will reduce program speed, the balance between

speed and security will be measured and evaluated. The following sections cover the testing

results and their comparisons.

5.1 Transaction

The implementation uses RuneksÕ raw transaction (in Appendix C) to produce a new transac-

tion, Figure 5.1 shows the output of the new transaction including unsigned transaction, double

hash value of it and signed transaction using a new randomly generate ECDSA key pair. The

signature generated from the hash of unsigned transaction is proved to be valid.

5.2 Performance Comparisons

The added countermeasures against side channels are only used in ECDSA signature generation,

therefore the performance comparisons only concentrates on signing processes. Besides time of

signing, operations are cut into small pieces to be measured. For each test of the implementation,

average number and time of 50 operations are measured to get a more precise result.
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Figure 5.1: Transaction Results

5.2.1 Non-protective Implementation

This thesis presents two non-protective implementations on ECDSA algorithm, one is the pro-

totype using a"ne coordinates with double-and-add method for point multiplication, and the

other is an e"cient implementation using projective coordinates with window method.

Table 5.1 shows the number of additions and doublings, average time of single addition, doubling

and multiplication together with the signing time. Since time of one addition and one doubling

is small, they are measured using microseconds (us), and the time of point multiplication is

measured in milliseconds (ms). One point multiplication consists of repeated addition and
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doubling operations, so the calculated time of point multiplication # ADD &1ADD + # DBL &

1DBL ) 1P M , and it holds in our implementation. The most time consuming operation in

signing is point multiplication, so there is no obvious di!erence between the time of signing and

time of one point multiplication.

# ADD 1ADD # DBL 1DBL Calculated PM 1PM SIGN

Prototype 127 28 us 256 32 us 11.75 ms 12.64 ms 13.78 ms

Improved 59 17 us 256 15 us 4.81 ms 5.42 ms 6.53 ms

Table 5.1: Operation Counts and Average Time of Prototype and Improved ECDSA

From prototype ECDSA implementation to improved ECDSA represented in projective coordi-

nates, it indeed has signiÞcant improvement in point multiplication and signing time, and the

detailed analysis as well as progress description is presented in my cooperatorÕs thesis.

Description # of operations ADD DBL

10 more I in ADD 3M+11I 212 us ÑÐ

10 more I in DBL 4M+11I ÑÐ 213 us

10 more M in ADD 13M+1I 38 us ÑÐ

10 more M in DBL 14M+1I ÑÐ 43 us

Measured time of 1ADD 3M+1I 28 us ÑÐ

Measured time of 1DBL 4M+1I ÑÐ 32 us

Average time of 1I 1I 18.4 us 18.1 us

Average time of 1M 1M 1.0 us 1.0 us

Table 5.2: Time Calculations of Multiplication and Inversion in ECDSA Prototype

For prototype using a"ne coordinates, calculation of point additions using Equation 3.1 contains

3 Þeld multiplications and 1 inversion (3M + 1 I ), while point doubling using Equation 3.2 has

4 Þeld multiplications and 1 inversion (4M + 1 I ). To test the time of one inversion, I added ten

more inversions in each of the operation so that the addition and doubling contains 3M + 11I

and 4M + 11I . Then average time of one inversion could be calculated. The measurement of

one Þeld multiplication uses the same method. The calculation result is shown in Table 5.2.

Obviously, inversion consumes most of the time in both doubling and addition, and the Þeld

multiplication time in addition and doubling are only 1.0 ms.
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As for projective coordinates, there are no inversions involved, and calculation of point addition

and doubling requires 12M +2S and 7M +5S [15] respectively (whereS refers to Þeld squaring).

To calculate the time of Þeld multiplication and squaring, ten more Þeld multiplications and

squarings are measured respectively. From the measurement, one Þeld multiplication consumes

almost the same time with one Þeld doubling, and there is no di!erence in addition and doubling

operations. In Table 5.3, the calculated time in addition and doubling is generated from the

average time of one Þeld multiplication and squaring. Compared the calculated time with

measured one, there time is consistent (with at most 2 microseconds di!erence). The time

highlighted in red in the table is comparison for addition and blue for doubling.

Description # of operations ADD DBL

10 more S in ADD 12M+12S 29 us ÑÐ

10 more S in DBL 7M+15S ÑÐ 26 us

10 more M in ADD 22M+2S 28 us ÑÐ

10 more M in DBL 17M+2S ÑÐ 27 us

Measured time of 1ADD 12M+2S 17 us ÑÐ

Measured time of 1DBL 7M+5S ÑÐ 15 us

Average time of 1I 1S 1.2 us 1.1 us

Average time of 1M 1M 1.1 us 1.2 us

Calculated time of 1ADD 12M+2S 15.6 us ÑÐ

Calculated time of 1DBL 7M+5S 13.9 us

Table 5.3: Time Calculations of Multiplication and Squaring in Improved ECDSA

5.2.2 Protective Implementation

The four protective implementations against side channels are all based on the improved version

in projective coordinates. Since the protection requires a lot of extra operations, the e"ciency

of point multiplication and signing is decreased. And these four versions have di!erent speed

performance and security. I measured the number of point additions and doubling, average time

of point addition, doubling, multiplication as well as signing time of the four protective versions

shown in Table 5.4.
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#ADD 1ADD #DBL 1DBL Calculated PM 1PM SIGN

Version 1 256 17 us 256 15 us 8.20 ms 9.36 ms 10.23 ms

Version 2 64 19 us 256 16 us 5.31 ms 5.84 ms 7.13 ms

Version 3 456 17 us 455 13 us 13.67 ms 15.12 ms 16.26 ms

Version 4 256 20 us 256 15 us 8.98 ms 9.74 ms 11.39 ms

Table 5.4: Operation Counts and Average Time of Four Protective Versions

Seen from the table, the number of addition and doubling increased obviously compared with

non-protective implementations. This is because adding extra addition and doubling operations

could make performance indistinguishable for each bit of the scalar to protect against simple

power analysis attack. Among these extra operations, ones in version 1 and 2 are dummy

addition operations, but Montgomery ladder method used in version 3 and 4 performs in a Þx

pattern to avoid using dummy operations.

One thing needs to be mentioned is, in version 3, average addition and doubling number reaches

to 456 and 455 respectively. This is because random scalar splitting method requires generating

a random scalarr to perform one more point multiplication. In my implementation, the length

of r is 200 bits, so point multiplication rP has 200 additions and 200 doublings. The number

of addition and doubling of the other point multiplication ( k %r )P will depend on the length

of k %r . Finally, one more addition is used to calculatekP = rP + ( k %r )P, and this is the

reason why there is one more addition than doubling.

The protective implementations only modify the algorithm in point multiplication, and calcula-

tion of point addition and doubling remain unchanged. Therefore number of Þeld multiplication

and squaring is still 12M + 2S in addition and 7M + 5S in doubling. Table 5.5 shows the aver-

age time of one multiplication and one squaring in each version. All the timing is measured in

microseconds, and there are no apparent di!erences between these four versions in terms of Þeld

squaring and multiplication time in addition and doubling operation. And the calculated time

of addition and doubling is consistent with the measured time (with at most 3 microseconds

di!erence).
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Description
# of

Operations

V.1

ADD

V.1

DBL

V.2

ADD

V.2

DBL

V.3

ADD

V.3

DBL

V.4

ADD

V.4

DBL

10 more S 12M+12S 27 us ÑÐ 30 us ÑÐ 27 us ÑÐ 30 us ÑÐ

10 more S 7M+15S ÑÐ 26 us ÑÐ 28 us ÑÐ 24 us ÑÐ 26 us

10 more M 22M+2S 28 us ÑÐ 31 us ÑÐ 26 us ÑÐ 32 us ÑÐ

10 more M 17M+5S ÑÐ 27 us ÑÐ 26 us ÑÐ 25 us ÑÐ 27 us

Measured time

of 1ADD
12M+2S 17 us ÑÐ 19 us ÑÐ 17 us ÑÐ 20 us ÑÐ

Measured time

of 1DBL
7M+5S ÑÐ 15 us ÑÐ 16 us ÑÐ 13 us ÑÐ 15 us

Average time

of 1S
1S 1.0 us 1.1 us 1.1 us 1.2 us 1.1 us 1.1 us 1.0 us 1.1 us

Average time

of 1M
1M 1.1 us 1.2 us 1.2 us 1.0 us 0.9 us 1.2 us 1.2 us 1.2 us

Calculated time

of 1ADD
12M+2S 15.2 us ÑÐ 16.6 us ÑÐ 15 us ÑÐ 16.4 us ÑÐ

Calculated time

of 1DBL
7M+5S ÑÐ 13.9 us ÑÐ 13 us ÑÐ 13.9 us ÑÐ 13.9 us

Table 5.5: Time Calculations of Multiplication and Squaring in Four Protective Versions

5.2.3 Summary

In this section, an integrated table is presented according to data produced from previous

sections. And the four security countermeasures are evaluated as well.

The uniÞed table makes it better to compare these six implementations. The time of inver-

sion, squaring and multiplication, instead of being presented into point addition and doubling

separately, is averaged. Among all these implementations, Þeld multiplication consumes almost

same time with around 1.0 us, and average time in Þeld multiplication and squaring in projective

coordinates are similar as well.

Besides di!erent performance in these four protective versions, the security against side channel

attacks is also evaluated in Table 5.6. These four implementations use overlap methods to

withstand basic side channel attacks. The countermeasures are not aim to Þght against all

kinds of attacks, but to make ECDSA algorithm more secure against di!erent attacks.

Version 1 implements two classic methods double-and-add-always as well as scalar blinding to

Þght against simple power analysis and di!erential power analysis. The signing time is slowed

down mainly because the dummy addition operations and a random 20-bit number generation.

Double-and-add-always can only protect against simple side-channel attacks, but it fails against
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Prototype Improved Version 1 Version 2 Version 3 Version 4

#ADD 127 59 256 64 456 256

1ADD 28 us 17 us 17 us 19 us 17 us 20 us

#DBL 256 256 256 256 455 256

1DBL 32 us 15 us 15 us 16 us 13 us 15 us

1I 18.25 us ÑÐ ÑÐ ÑÐ ÑÐ ÑÐ

1S ÑÐ 1.15 us 1.05 us 1.15 us 1.1 us 1.05 us

1M 1.0 us 1.15 us 1.15 us 1.1 us 1.05 us 1.2 us

1PM 12.64 ms 5.42 ms 9.36 ms 5.84 ms 15.12 ms 9.74 ms

SIGN 13.78 ms 6.53 ms 10.23 ms 7.13 ms 16.26 ms 11.39 ms

AUTHOR ÑÐ ÑÐ Coron, J.S. [16]
Di Wang /

Coron J.S. [16]

Montgomery,

P. L. [41]/Ciet, M.&

Joye, M. [12]

Montgomery, P. L.

[41]/ Coron, J.S.

[16]

YEAR ÑÐ ÑÐ 1999 2014/1999 1987/2003 1987/1999

SPA ÑÐ ÑÐ Good Poor Good Good

DPA ÑÐ ÑÐ Fair Fair Good Fair

FA ÑÐ ÑÐ Poor Poor Fair Fair

Table 5.6: A Summarized Table of Six Implementations

doubling attack [23], and makes C safe-error possible. As for scalar blinding, 20-bitr is not

enough to protect against doubling attack, and the scalar may be leaked under carry-based

attack [22], but it could make sign-change attack (a kind of fault analysis) more di"cult [20].

Version 2 is the most e"cient version using window-add-always and scalar blinding. This version

in theory should be against simple power analysis and di!erential power analysis. In window

method, unlike binary scalar bits with only two values, there are 16 possibilities if the window

size is 4 because 4 bits to represent one value. To make operations of value 0 indistinguishable

from other 15 values, window-add-always method is used to ensure extra addition operation is

performed when value is zero. However, the possibility of the value being zero is only 1/ 16, so

this method is not strong enough, but it could make simple power analysis impossible.

Version 3 combining Montgomery ladder and random scalar splitting costs a large amount of

time in signing but it is regarded as the most secure version among the four. The splitted

scalar requires twice of the processing time in point multiplication, which makes the process

ine"cient, but it is resistant to di!erential power analysis, and also the doubling attack. As

for Montgomery ladder, it shows protection against simple power analysis since it has a regular

behavior for each scalar bit, and it is also resistant to C safe-error which is a kind of fault

analysis.
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Version 4 is a combined version balancing performance and security. It uses a relatively secure

method Montgomery ladder, and adopts timesaving scalar blinding to Þght against di!erential

power analysis.

Each version has its own strengthens and weaknesses, so they should be carefully evaluated

before deciding which one to use to satisfy the demands.
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Chapter 6

Conclusion and Future work

In chapter 5, the performance of each version implementing side channel countermeasures had

been tested and their security had been evaluated, as a result, not all implementations are

strong enough against some side channel attacks. Therefore in this chapter, a plan of further

development and an idea of the further work will be proposed, and a review of objectives as

well as summary of all di!erent areas in this project will be presented.

6.1 A Review of the Project

The main goals of the project proposed in Section 1.1 reßect the expected features of the

implementation, with results and evaluation shown in Chapter 5. Following Table 6.1 shows a

simple summary.

Goals Outcome

Create ECDSA,prototype for signature generation and veriÞcation !

Manually create a,Bitcoin transaction, integrate it with ECDSA prototype !

Improve,performance of ECDSA prototype signature generation algorithm !

Adding security countermeasures,against side channel attacks

Simple power analysis (SPA) !

Di!erential power analysis (DPA) !

Fault analysis (FA) *

Table 6.1: A Summary of Achievements
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Most of the goals were successfully achieved in this thesis, but for security countermeasures

against fault analysis, although four versions of implementation in some extent could protection

against some kinds of fault analysis, there is no speciÞc methods implemented to protect against

it. Version 3 and 4 using Montgomery ladder is mainly used to protect against simple power

analysis, and fortunately it also protects against C safe-error. Therefore, implementing extra

methods against fault analysis will be put into further work in Section 6.2.

6.2 Future Work

The project is in continuous development at the time of writing this thesis, and possible ideas

for extending the Bitcoin programÕs ßexibility as well as improving the implementation in terms

of speed performance and security considerations will be presented in this section.

The current implementation regarding to manually creating Bitcoin transaction is only com-

patible with one input and one output, so it is possible to extend the transaction creation with

more inputs or outputs to make the transaction more ßexible.

In terms of performance improvement, one di"culty unsolved in Section 4.7 was when imple-

menting window method with window size 4, using four repeated doublings consumed some

amount of time. Then it is possible to modify doubling function so that four operations could

unify into one to save more time. What is more, the BigInteger class in Java API has a low speed

when dealing with very large numbers such as ECDSA key pairs and signatures, so another way

of improving the signing speed is to rewrite the BigInteger class.

As for security considerations, deterministic ECDSA could avoid bad number generators used

when randomly selecting the scalar. Then the function generating secure random scalar in

current implementation can be replaced by one to calculate the scalar deterministically using a

given message and the private key.

Coherence check, which is a di!erential fault analysis countermeasure based on Montgomery

ladder, is not added in current implementation. If coherence check is implemented in version 4,

this version will be more complete and secure to protect against main side channel attacks.

Besides the above two methods strengthening ECDSA implementation, there are still many high

level methods that could be used. For example, ensuring one private key will never be used

for more than once in Bitcoin transaction could be an e!ective method. If this is realized into
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current implementation, one possible way is that every used key should be saved and compared

with the new generated one, but this method will cost a lot of memory.

The last thing needs to be mentioned is, the implementation against speciÞc side channel attacks

needs evaluation on it security against other kinds of attacks. This is because an adoption on

one countermeasure may beneÞt other kinds of attacks or introduce new vulnerabilities.

6.3 Conclusion

In conclusion, this project is completed successfully with regard to its initial goals although

it may fail to reach the original expectation to some extent. Through the steps working on

the step, how ECDSA algorithms work in Bitcoin protocols, how Bitcoin transactions created

are all made clear. In addition, to improve ECDSA security against side channel attacks, four

more versions are provided based on the performance-improved version. These four versions

are against di!erent kinds of side channel attacks like simple power analysis, di!erential power

analysis and fault analysis with di!erent speed performance. According to di!erent demands,

di!erent versions could be selected to use.

The failure of reaching the best performance remains a big window for later enhancement, and

the experience gained during the implementation is valuable, which will provide a good point

for future work.
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Appendix A

Point Addition and Doubling in

Projective Coordinates

For points represented in projective coordinates, addition and doubling of point operations can

be calculated as follows.

A.1 Point Addition

Given two di!erent points ( X 1, Y1, Z1) and (X 2, Y2, Z2) unequal to point at inÞnity, addition of

these two points (X 3, Y3, Z3) can be calculated by:

U = U1 %U2 where U1 = Y2 &Z1, U2 = Y1 &Z2

V = V1 %V2 where V1 = X 2 &Z1, V2 = X 1 &Z2

W = Z1 &Z2

A = U2 &W %V 3 %2V 2 &V2

Then

X 3 = V &A

Y3 = U &(V 2 &V2 %A) %V 3 &U2

Z3 = V 3 &W
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A.2 Point Doubling

Given one point (X, Y, Z ) unequal to point at inÞnity, doubling of the point ( X #, Y #, Z #) can be

calculated by:

W = a &Z 2 + 3 &X 2

S = Y &Z

B = X &Y &S

H = W 2 + 8 &B

Then

X # = 2 &H &S

Y # = W &(4 &B %H ) %8 &Y 2 &S2

Z # = 8 &S3

68



Appendix B

UniÞed Formula for Both Point

Addition and Doubling

Given two points (x1, y1) and (x2, y2) on the curve using parameterssecp256k1, whether they

are equal or not, both point addition and doubling can be calculated as follows [7]:

x3 = ! 2 %x1 %x2

y3 = %!x 3 %µ

where

µ = y1 %!x 1

! = ( x2
1 + x1x2 + x2

2 + a)/ (y1 + y2)
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Appendix C

Raw Transaction

The implemented Bitcoin transaction uses the raw transaction in [47] shown below, and the

result is produced redeeming the second output of the transaction.
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Appendix D

Source Code

D.1 ECDSA class

public class ECDSA{

// get the value of sextuple T = ( p, a, b, G, n, h) in curve secp256k1

public stat ic GenerateKey key = new GenerateKey() ;

publ ic BigInteger N = key . N;

publ ic BigInteger p = key . p;

publ ic BigInteger zero = BigInteger . ZERO;

publ ic BigInteger one = BigInteger . ONE;

publ ic El l ipt icCurve curve = key . curve ;

publ ic ECPoint G = key . G;

stat ic NumberFormat formatter = new DecimalFormat ( " #0.00 " ) ;

PointMult ip l icat ion PM =new PointMult ip l icat ion () ;

/* *

* This method generates a secure random number k in [1 , n -1].

*/

publ ic BigInteger SelectK () throws NoSuchAlgor i thmExcept ion {

SecureRandom sr = new SecureRandom() ;

BigInteger K = new BigInteger (256 , sr ) ;

K = K. mod( N. subtract ( one)) ;

while ( K. equals ( zero ) || !( K. gcd( p) . compareTo( one) == 0) ) {

K = new BigInteger (256 , sr ) ;

K = K. mod( N. subtract ( one)) ;

}

return K;

}

/* *
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* This method signs a message m given the pr ivate key .

*/

publ ic BigInteger [] Sign ( byte [] m, BigInteger pr ivatekey )

throws NoSuchAlgor i thmExcept ion {

Long startTime = System. currentTimeMil l is () ;

BigInteger K = SelectK () ;

BigInteger dm = SHA1( m);

// calculate the publ ic key curve point Q.

ECPoint Q = PM. ScalarMult i ( K, G);

// calculate R = x_q mod N

BigInteger R = Q. getAff ineX () . mod( N);

// calculate S = k ^ -1 ( dm + R* pr ivateKey ) mod N

BigInteger Kin = K. modInverse ( N);

BigInteger mm = dm. add( pr ivatekey . mult iply ( R)) ;

BigInteger S = ( Kin . mult iply ( mm)) . mod( N);

// if R or S equal to zero , resign the message

if ( R. equals ( zero ) || S. equals ( zero )) {

K = SelectK () ;

Q = PM. ScalarMult i ( K, G);

R = Q. getAff ineX () . mod( N);

Kin = K. modInverse ( N);

mm = dm. add( pr ivatekey . mult iply ( R)) ;

S = ( Kin . mult iply ( mm)) . mod( N);

}

BigInteger [] Signature = { R, S };

Long endTime = System. currentTimeMil l is () ;

Long totalTime = endTime - startTime ;

System. out . pr int ln ( " Runing Time of singning in ECDSA: "

+totalTime *1000 + " us " ) ;

return Signature ;

}

/* *

* This method calculates the hash value by using SHA-1 algor i thm .

*/

publ ic BigInteger SHA1( byte [] m) throws NoSuchAlgor i thmExcept ion {

MessageDigest mDigest = MessageDigest . getInstance ( " SHA1" ) ;

byte [] result = mDigest . digest ( m);

return new BigInteger ( result ) ;

}

/* *

* This method ver i f ies a signature on message m given the publ ic key .

*/
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public void veri fy ( byte [] m, BigInteger [] signature ,

ECPoint publ ickey ) throws NoSuchAlgor i thmExcept ion {

Long startTime = System. currentTimeMil l is () ;

// if R and S is not in [1 , n-1] , s ignature inval id .

if ( s ignature [0]. compareTo( N) == 1 || s ignature [0]. compareTo( one) ==

-1

|| s ignature [1]. compareTo( N) == 1

|| signature [1]. compareTo( one) == -1) {

System. out . pr int ln ( " SIGNATUREWASNOT IN VALID RANGE" ) ;

}

// calculate w = S^ -1 mod N

BigInteger w = signature [1]. modInverse ( N);

BigInteger h = SHA1( m);

// calculate u1= hw mod N and u2=Rw mod N

BigInteger u1 = ( h. mult iply ( w)) . mod( N);

BigInteger u2 = ( signature [0]. mult iply ( w)) . mod( N);

// calculate the curve point ( x1 , x2 ) =u1* G+u2* publ icKey

ECPoint p1 = PM. ScalarMult i ( u1, G);

ECPoint p2 = PM. ScalarMult i ( u2, publ ickey ) ;

ECPoint pt = PM. AddPoint ( p1, p2) ;

// calculate V = x1 mod N

BigInteger V = pt . getAff ineX () . mod( N);

// if R=V, signature valid , otherwise inval id

if ( V. equals ( signature [0]) )

System. out . pr int ln ( " Valid signature " ) ;

else

System. out . pr int ln ( " Inval id signature " ) ;

Long endTime = System. currentTimeMil l is () ;

Long totalTime = endTime - startTime ;

System. out . pr int ln ( " Runing Time of ver i f icat ion : "

+ formatter . format ( totalTime ) + " ms" ) ;

}

/* *

* This method generates a signature , ver i f ies it and calculate the running

* t ime of the whole process .

*/

publ ic stat ic void main( Str ing [] arg ) throws NoSuchAlgor i thmExcept ion ,

Inval idAlgor i thmParameterExcept ion , NoSuchProviderExcept ion {

ECDSAecdsa = new ECDSA() ;

Format format = new Format () ;

Str ing message = " ECDSATEST" ;

byte [] m = message. getBytes () ;

BigInteger [] keypair = key . KeyGenerat ion () ;
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BigInteger pr ivatekey = keypair [0];

ECPoint publ ickey = new ECPoint ( keypair [1] , keypair [2]) ;

System. out . pr int ln ( " pr ivate key is : " + pr ivatekey . toStr ing (16) ) ;

System. out . pr int ln ( " The private key is : "

+ format . format ( pr ivatekey . toByteArray () ) ) ;

System. out . pr int ln ( " x of publ ic key is : "

+ publ ickey . getAff ineX () . toStr ing () ) ;

System. out . pr int ln ( " y of publ ic key is : "

+ publ ickey . getAff ineY () . toStr ing () ) ;

BigInteger [] s ignature = ecdsa . Sign ( m, pr ivatekey ) ;

System. out . pr int ln ( " the value of R is : " + signature [0]) ;

System. out . pr int ln ( " the value of S is : " + signature [1]) ;

ecdsa . veri fy ( m, signature , publ ickey ) ;

}

}

D.2 GenerateKey class

public class GenerateKey {

// publ ic stat ic void main( Str ing [] arg ) throws NoSuchAlgor i thmExcept ion ,

// NoSuchProviderExcept ion , Inval idAlgor i thmParameterExcept ion {

// Def ine the parameters of sextuple T = ( p, a, b, G, n, h) of curve Secp256k1

public stat ic BigInteger N = new BigInteger (

" FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFE

BAAEDCE6AF48A03BBFD25E8CD0364141" ,

16) ;

publ ic stat ic BigInteger p = new BigInteger (

" FFFFFFFFFFFFFFFFFFFFFFFFFFFFFF

FFFFFFFFFFFFFFFFFFFFFFFFFEFFFFFC2F" ,

16) ;

publ ic stat ic BigInteger a = new BigInteger (

" 00000000000000000000000000000

00000000000000000000000000000000000" ,

16) ;

publ ic stat ic BigInteger b = new BigInteger (

" 000000000000000000000000000000

0000000000000000000000000000000007" ,

16) ;

publ ic stat ic El l ipt icCurve curve = new Ell ipt icCurve ( new ECFieldFp ( p) , // p

a, // a

b) ; // b

publ ic stat ic ECPoint G = ECPointUt i l
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. decodePoint (

curve ,

Hex. decode( " 0279BE667EF9DCBBAC55A062

95CE870B07029BFCDB2DCE28D959F2815B16F81798" ))

; // G

stat ic ECParameterSpec ecSpec = new ECParameterSpec( curve , G, // G

N, // n

1) ; // h

/* *

* This method generates a secure random ECDSApubl ic / pr ivate key pair .

*/

publ ic BigInteger [] KeyGenerat ion ()

throws Inval idAlgor i thmParameterExcept ion ,

NoSuchAlgor i thmExcept ion , NoSuchProviderExcept ion {

// generate the key pair randomly

KeyPairGenerator g = KeyPairGenerator . getInstance ( " EC" , " SunEC" ) ;

g. in i t ia l ize ( ecSpec, new SecureRandom() ) ;

KeyPair pair = g. generateKeyPair () ;

// get the pr ivate key

PrivateKey priKey = pair . getPrivate () ;

BigInteger s = (( ECPrivateKey ) priKey ) . getS () ;

// get the publ ic key

Publ icKey pubKey = pair . getPubl ic () ;

ECPoint w = (( ECPubl icKey ) pubKey) . getW() ;

BigInteger [] keypair = { s , w. getAff ineX () , w. getAff ineY () };

BigInteger px = w. getAff ineX () ;

BigInteger py = w. getAff ineY () ;

// if the length of x and y in publ ic key is not 32 bytes , regenerate

// the key pair

if ( px . toByteArray () . length != 32 || py . toByteArray () . length != 32) {

return KeyGenerat ion () ;

}

return keypair ;

}

}

D.3 PointMultiplication class (In a"ne coordinates)

public class PointMult ip l icat ion {

publ ic stat ic BigInteger zero = BigInteger . ZERO;

publ ic stat ic BigInteger two = new BigInteger ( " 2" ) ;

/* *

* This method performs points addi t ion operat ion given two points p1 and

75



* p2.

*/

publ ic ECPoint AddPoint ( ECPoint p1, ECPoint p2) {

ECPoint p3 = new ECPoint ( zero , zero ) ;

// p3 is an Inf in i ty point ;

if ( p2. getAff ineY () . equals ( zero )

|| p1. getAff ineY () . equals ( zero )

|| ( p2. getAff ineX () . equals ( p1. getAff ineX () ) && p2.

getAff ineY ()

. equals ( p1. getAff ineY () . negate () ) ) )

p3 = ECPoint . POINT_INFINITY;

// if two points are equal -- DoublePoint method

else if (( p1. getAff ineX () . equals ( p2. getAff ineX () ) )

&& (p1. getAff ineY () . equals ( p2. getAff ineY () ) ) )

p3 = DoublePoint ( p1) ;

// if one of point is an inf in i ty point

else if ( p1. equals ( ECPoint . POINT_INFINITY))

p3 = p2;

else if ( p2. equals ( ECPoint . POINT_INFINITY))

p3 = p1;

// if points are not equal

// calculate the slope s = ( p2y - p1y) /( p2x - p1x) mod p

BigInteger s1 = p2. getAff ineY () . subtract ( p1. getAff ineY () ) ; // s1=yp2 -

yp1

BigInteger s2 = p2. getAff ineX () . subtract ( p1. getAff ineX () ) ; // s2=xp2 -

xp1

BigInteger s = s1 . mult iply ( s2 . modInverse ( ECDSA. key . p)) . mod(

ECDSA. key . p) ; // s lope = ( s1 / s2) mod p

// calculate p3x =( slope ^2 - p1x - p2x) mod p

BigInteger p3x1 = s . pow(2) ; // p3x1 = s ^2

BigInteger p3x = p3x1. subtract ( p1. getAff ineX () )

. subtract ( p2. getAff ineX () ) . mod( ECDSA. key . p) ; // p3x =(

p3x1 - p1x - p2x) mod p

// calculate p3y = ( slope ( p1x - p3x) - p1y) mod p

BigInteger p3y1 = p1. getAff ineX () . subtract ( p3x) ; // p3y1 = p1x - p3x

BigInteger p3y = s . mult iply ( p3y1) . subtract ( p1. getAff ineY () )

. mod( ECDSA. key . p) ; // p3y = ( slope * p3y1 - p1y) mod p

p3 = new ECPoint ( p3x , p3y) ;

return p3;

}

/* *

* This method performs points doubl ing operat ion given one point p.

*/
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public ECPoint DoublePoint ( ECPoint P) {

ECPoint p3 = new ECPoint ( zero , zero ) ;

// calculate the slope = (3* P x ^2 +a) /2* Py mod p

BigInteger s1 = P. getAff ineX () . pow(2) . mult iply ( new BigInteger ( " 3" ) )

. add( ECDSA. key . a) ; // s1 = 3* Px^2 +a

BigInteger s2 = P. getAff ineY () . mult iply ( new BigInteger ( " 2" ) ) ; // s2 =2*

Py

BigInteger s = s1 . mult iply ( s2 . modInverse ( ECDSA. key . p)) ; // s = ( s1 / s2

) mod p

// calculate p3x = ( slope ^2 - 2* Px) mod p

BigInteger p3x1 = s . pow(2) ; // p3x1 = s ^2

BigInteger p3x2 = P. getAff ineX () . mult iply ( new BigInteger ( " 2" ) ) ; //

p3x2 = 2* Px

BigInteger p3x = p3x1. subtract ( p3x2). mod( ECDSA. key . p) ; // p3x =( p3x1 -

p3x2) mod p

// calculate p3y = ( slope ( Px- P3X) - Py) mod p

BigInteger p3y1 = P. getAff ineX () . subtract ( p3x) ; // p3y1 = Px- p3x

BigInteger p3y = s . mult iply ( p3y1) . subtract ( P. getAff ineY () )

. mod( ECDSA. key . p) ; // p3y = ( s * p2y1 - Py) mod p

p3 = new ECPoint ( p3x , p3y) ;

return p3;

}

/* *

* This method performs scalar mul t ip l icat ion operat ion given one point p

* and an integer .

*/

publ ic ECPoint ScalarMult i ( BigInteger kin , ECPoint G) {

Str ing K = kin . toStr ing (2) ;

ECPoint q = new ECPoint ( zero , zero ) ;

q = ECPoint . POINT_INFINITY;

if ( K. substr ing (0 , 1) . equals ( " 1" ) ) {

q = G;

}

for ( int i = 1; i < K. length () ; i ++) {

q = DoublePoint ( q) ;

if ( K. substr ing ( i , i + 1) . equals ( " 1" ) ) {

q = AddPoint ( q, G);

}

}

return q;

}

}
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D.4 pointMultiplication class (In projective coordinates)

public class pointMult ip l icat ion {

private BigInteger X;

private BigInteger Y;

private BigInteger Z;

private BigInteger zinv ;

pr ivate stat ic BigInteger zero = BigInteger . ZERO;

private boolean inf ini ty ;

// precomputed points

stat ic pointMult ip l icat ion [] precompute = {};

/* *

* constructor1

*/

publ ic pointMult ip l icat ion ( BigInteger x , BigInteger y , BigInteger z ) {

this . X = x ;

this . Y = y ;

if ( z == null ) {

this . Z = BigInteger . ONE;

} else {

this . Z = z ;

}

this . zinv = null ;

}

/* *

* constructor2

*/

publ ic pointMult ip l icat ion () {

}

/* *

* This method gets aff ine x representat ion

*/

publ ic BigInteger getX () {

if ( this . zinv == null ) {

this . zinv = this . Z. modInverse ( ECDSA. key . p) ;

}

return X. mult iply ( this . zinv ) . mod( ECDSA. key . p) ;

}

/* *

* This method gets aff ine y representat ion

*/

publ ic BigInteger getY () {

if ( this . zinv == null ) {

this . zinv = this . Z. modInverse ( ECDSA. key . p) ;
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}

return Y. mult iply ( this . zinv ) . mod( ECDSA. key . p) ;

}

/* *

* This method checks point at inf in i ty

*/

publ ic boolean isInf ini ty () {

if ( X == zero && Y == zero ) {

return true ;

}

return false ;

}

/* *

* This method calculates point addi t ion

*/

publ ic pointMult ip l icat ion AddPoint ( pointMult ip l icat ion a) {

if ( this . isInf in i ty () ) {

return a;

}

if ( a. isInf ini ty () ) {

return this ;

}

pointMult ip l icat ion R = new pointMult ip l icat ion ( zero , zero , null ) ;

// U1 = Y2* Z1

BigInteger U1 = a. Y. mult iply ( Z) ;

// U2 = Y1* Z2

BigInteger U2 = Y. mult iply ( a. Z) ;

// V1 = X2* Z1

BigInteger V1 = a. X. mult iply ( Z) ;

// V2 = X1* Z2

BigInteger V2 = X. mult iply ( a. Z) ;

if ( V1 == V2) {

if ( U1 != U2) {

this . inf ini ty = true ;

return R;

} else

return DoublePoint () ;

}

// U=U1- U2

BigInteger U = U1. subtract ( U2). mod( ECDSA. key . p) ;

// V=V1- V2

BigInteger V = V1. subtract ( V2). mod( ECDSA. key . p) ;

// W=Z1* Z2

BigInteger W = Z. mult iply ( a. Z) . mod( ECDSA. key . p) ;

79



// A1=U^2* W

BigInteger A1 = U. pow(2) . mult iply ( W);

// A2=V^3

BigInteger A2 = V. pow(3) ;

// A3=2* V^2* V2

BigInteger A3 = V. pow(2) . mult iply ( V2). mult iply ( new BigInteger ( " 2" ) ) ;

// A=A1- A2- A3

BigInteger A = A1. subtract ( A2). subtract ( A3) . mod( ECDSA. key . p) ;

// x3 = V* A

BigInteger x3 = V. mult iply ( A) . mod( ECDSA. key . p) ;

// y31 = V^2* V2- A

BigInteger y31 = V. pow(2) . mult iply ( V2) . subtract ( A) ;

// y32 = V^3* U2

BigInteger y32 = V. pow(3) . mult iply ( U2);

// y3 = U* y32 - y31

BigInteger y3 = U. mult iply ( y31) . subtract ( y32) . mod( ECDSA. key . p) ;

// z3=V^3* W

BigInteger z3 = V. pow(3) . mult iply ( W). mod( ECDSA. key . p) ;

pointMult ip l icat ion P = new pointMult ip l icat ion ( x3 , y3 , z3 ) ;

return P;

}

/* *

* This method calculates point doubl ing

*/

publ ic pointMult ip l icat ion DoublePoint () {

pointMult ip l icat ion R = new pointMult ip l icat ion ( zero , zero , null ) ;

if ( this . isInf in i ty () ) {

return this ;

}

if ( Y. signum() == 0) {

this . inf ini ty = true ;

return R;

}

// W1 = a* Z^2

BigInteger W1 = Z. pow(2) . mult iply ( ECDSA. key . a) ;

// W2 = 3* X^2

BigInteger W2 = X. pow(2) . mult iply ( new BigInteger ( " 3" ) ) ;

// W=W1- W2

BigInteger W = W1. add( W2). mod( ECDSA. key . p) ;

// S=Y* Z

BigInteger S = Y. mult iply ( Z) . mod( ECDSA. key . p) ;

// B=X* Y* S

BigInteger B = X. mult iply ( Y) . mult iply ( S) . mod( ECDSA. key . p) ;

// H=Ŵ 2 -8* B

BigInteger H = W. pow(2) . subtract ( B. mult iply ( new BigInteger ( " 8" ) ) )

. mod( ECDSA. key . p) ;

80



// X3=2* H* S

BigInteger x3 = H. mult iply ( S) . mult iply ( new BigInteger ( " 2" ) )

. mod( ECDSA. key . p) ;

// Y31 = W*(4* B - H) - 8* Y^2* S^2

BigInteger y31 = B. mult iply ( new BigInteger ( " 4" ) ) . subtract ( H) ;

// Y32 = 8* Y^2* S^2

BigInteger y32 = Y. pow(2) . mult iply ( S. pow(2) )

. mult iply ( new BigInteger ( " 8" ) ) ;

// Y3 = W* Y31 - Y32

BigInteger y3 = W. mult iply ( y31) . subtract ( y32) . mod( ECDSA. key . p) ;

// Z3 = 8* S^3

BigInteger z3 = S. pow(3) . mult iply ( new BigInteger ( " 8" ) ) . mod( ECDSA. key .

p) ;

pointMult ip l icat ion P = new pointMult ip l icat ion ( x3 , y3 , z3 ) ;

return P;

}

/* *

* This method calcual tes point mul t ip l icat ion using window method

*/

publ ic pointMult ip l icat ion Scalar ( BigInteger kin ) {

Str ing K = kin . toStr ing (16) ;

pointMult ip l icat ion q = new pointMult ip l icat ion ( zero , zero , null ) ;

int a = Integer . parseInt ( K. substr ing (0 , 1) , 16) ;

// if d1>0 , q=d1P ( precomputed value )

if ( a > 0) {

q = precompute [ a];

}

// for i =1 to n

for ( int i = 1; i < K. length () ; i ++) {

// q=2^4P=16P=DoublePoint ( DoublePoint ( DoublePoint ( DoublePoint

( q) ) ) ) .

q = q. DoublePoint () ;

q = q. DoublePoint () ;

q = q. DoublePoint () ;

q = q. DoublePoint () ;

// if di >0 , q=q+diP ( precomputed value )

int di = Integer . parseInt ( K. substr ing ( i , i + 1) , 16) ;

if ( di > 0) {

q = q. AddPoint ( precompute [ di ]) ;

}

}

return q;

}

}
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