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Abstract—In this paper we study the randomness of some
random numbers found in real-life smart card products. We
have studied a number of symmetric keys, codes and random
nonces in the most prominent contactless smart cards used
in buildings, small payments and public transportation used
by hundreds of millions of people every day. Furthermore we
investigate a number of technical questions in order to see to
what extent the vulnerabilities we have discovered could be
exploited by criminals.

In particular we look at the case MiFare Classic cards, of
which some two hundred million are still in use worldwide.
We have examined some 50 real-life cards from different
countries to discover that it is not entirely clear if what was
previously written about this topic is entirely correct. These
facts are highly relevant to the practical feasibility of card
cloning in order to enter some buildings, make small purchases
or in public transportation in many countries. We also show
examples of serious security issues due to poor entropy with
another very popular contactless smart card used in many
buildings worldwide.
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I. BACKGROUND AND HISTORY

A good Random Number Generator (RNG) is a crucial
element in many security products. Random nonces are
required to avoid numerous attacks on protocols such as
replay attacks, and ensure freshness of keys and indepen-
dence of various messages. Randomness can come from a
physical source or from cryptographic hardness, and both
are frequently combined in real-life products. If there is no
physical source and the RNG is fully deterministic we speak
about a (cryptographic) Pseudo-Random Number Generator
(PRNG).

A. Some Historical Background

Throughout history, the same mistakes have been com-
mitted again and again. Bad randomness has always been
‘the best friend’ of code-breakers. Moreover the randomness
seems to always be somewhat bad. It seems that when sys-
tems evolve or procedures change, or the security awareness
improves, the improvement is at most incremental. In fact

people are inclined to commit the same mistakes over again,
with small incremental improvements.

For decades, random numbers were generated by humans.
It is known that before WW2 German cipher clerks were
frequently using Enigma message keys of type AAA or XYZ
[15]. German security services must have noticed this and
they have disappeared. Only to be replaced by consecutive
letters on the keyboard like QWE. Once these have been
eliminated, keyboard diagonals like QAY were the next trend
[15]. Today ALL and EXACTLY THE SAME trends are still
present as distinct patterns for example in the probability
distributions of real-life passwords [18]. Similar problems
will occur with human-generated cryptographic keys serial
numbers, nonces and other codes, as will be seen later.

In modern systems an increasing proportion of random
numbers is generated by machines not by humans. Strangely
enough the situation does NOT seem to improve. Our
research shows that very frequently numbers which should
be random are NOT random. In smart cards quality random
numbers may be an expensive resource however this happens
even when they are generated by powerful computers, for
example in Microsoft Windows [6].

In fact it seems that engineers are not able to get it right
and it became a serious problem in cryptology. Building
a secure random number generator requires much more
than to produce sequences which at “look” random and
pass statistical tests. If the numbers are generated by a
cryptographic PRNG, this generator is subject to more or
less all classical key recovery attacks on stream ciphers:
correlation attacks, algebraic attacks, etc. cf. [4]. Yet new
attacks on symmetric cryptography are invented every year.

Another topic which has a substantial history of mistakes
is key reuse. This again happened many times during WW2
[15] and happens on a regular basis today. In the same way
it is a recurrent bad practice to reuse passwords, yet there
is no way to stop users from doing it.

In this paper we will look at the quality of random
numbers used as random nonces, cryptographic keys (ran-
domness and re-use) unique serial numbers and other codes
in the most widely used contactless smart card systems



in building access control, public transportation and small
payments. In the next section we overview the security of
the most widely used MiFare Classic card. We will then
present several real-life cases of how a poor RNG affects
their security and card cloning in three different countries.
In Section V we study the (poor) entropy of serial numbers
of some real-life HID smart cards from 4 different countries.

II. INSUFFICIENTLY RANDOM NUMBERS IN MIFARE
CLASSIC

One of the several famous cyber [in]security events in
the last years was the collapse of the security of MiFare
Classic contactless smart card. This concerns about 70%
of all contactless smart cards used worldwide, more than 1
billion cards sold to date, and which are massively used still
today, in public transportation (e.g. London Oyster Card),
in access control in numerous buildings worldwide and even
for small payments. There is already ample literature on this
topic. However even today when the topic has reached ma-
turity, some crucial practical details relating to the practical
feasibility of various attacks are left unspecified. There are
two main reasons for this. In essence the complexity and
feasibility of many attacks depends in a strong way on two
things:

1) the quality of the random number generator on the
card, and

2) how the application which is built around this card
generates and manages cryptographic keys (and on
randomness of these keys).

In this paper we cover both questions. Only a detailed study
of a number of smart cards from different countries and
from tens of different application providers can give us some
(incomplete) answers to these questions. First we are going
to outline very briefly the security of MiFare Classic and
explain why and how weak randomness play an essential
role in it.

For a decade, the customers of MiFare Classic were
left in complete obscurity. Then in 2008 the specification
was reverse-engineered [7]. It took about 2 more years to
discover how (and how badly) this product can be broken.
Early attacks were lightening fast [8], [12] but only in theory.
In practice they were very hard to execute. Only in late 2009
we have seen attacks which do NOT require any access to
a legitimate reader in the building, which makes most early
attacks very hard to execute in practice. These recent “card-
only” attacks [17], [10], [11] require minimum access, can
be executed at any moment and (in theory) can also be super
fast (but only for certain cards, as we are going to see later).
In this space we have three very important recent attacks:

1) One super-fast attack by the Nijmegen group [17]
requires a very costly pre-computation and hundreds
of Gigabytes of storage, to extract keys instantly.

2) If we exclude this attack which is not feasible for
ordinary hackers, the so called “Courtois Dark Side

attack” [10], [11], [5] is the most popular and the
most practical way of extracting keys from these cards.
Several implementations of this attack exist, notably
MFCUK [5] which works with some of the cheapest
contactless card readers available.

3) However this attack is needed only if all the keys in
the card are random and unique. If we already know
at least one key for a given card, or some default or
application-wide keys are used or re-used, all the other
keys can be recovered instantly. This is achieved with
the so called “Nested Authentication Attack” also by
the Nijmegen group [17].

The “Courtois Dark Side attack” [10], [11], [5] is there-
fore, in many cases but not in all cases, a very plausible first
step for an ordinary criminal. This attack depends on three
crucial vulnerabilities:

1) In the MiFare Classic card, data to be transmitted
are expanded with parity bits, then encrypted with a
stream cipher. This is another classic mistake in cryp-
tography, known since the early WW2 Enigma double-
indicator system [15]. Exactly the same mistake allows
one to break the confidentiality of GSM mobile phone
system cf. [2].
This vulnerability alone is not sufficient. It remains
still quite difficult to recover secret keys from the card
in any way. This is due to a simple but important
security engineering principle. The card never answers
anything related to the secret key. This unless the
reader is authenticated first [11], [13]. This property
makes “card-only attacks” virtually impossible.

2) Interestingly however, there is a bug in this product.
Sometimes, the card will actually nevertheless respond
to a query. This happens with a low probability of
2−8 and can be easily overlooked. We have a sort
of “backdoor” which allows the secret key to be
extracted, see [11], [17], [10], [5].

3) This is still not good enough. The “Courtois Dark
Side attack” [10], [11], [5] relies on yet another very
serious vulnerability of the card. The random number
generator is typically quite weak in these cards and
the attacker can try to reproduce the same random
numbers.

The last question of RNG manipulation is crucial for the
attack of [10], [11], [5] to be really efficient in practice. Up
till now no paper has studied this question in detail.

We need to consider the following:
1) the behavior of different cards used in the real life

with detailed statistical analysis
2) How the attacker can influence the RNG and manipu-

late it in the best possible way (hard). This potentially
could lead to further “adaptive” attacks: in which the
attacker is able to adapt in the best possible way to
the observable characteristics of the random number
generator in question.



3) How all this can affect the time complexity of the at-
tack from [10], [11] and its practical implementations
[5] which have additional issues such as slow timing
or imprecise control.

Clearly there is a lot to be studied. We have examined
some 50 real-life cards from different countries. Interestingly
for some cards it is not even clear if what was previously
written about this topic is at all true. In what follows we are
going to see that no smart card we have ever seen confirms
exactly what we read in [7], which fact is highly relevant to
the practical complexity of the attack in question.

III. THE MIFARE CLASSIC RNG WEAKNESS

The random number generator in MiFare classic provides
random numbers on 32 bits. Interestingly these 32 bits
are always redundant (we have never found a counter-
example) and depend linearly on only 16 bits. This already
is an unnecessary weakness which looks like a voluntary
limitation. However this property is impossible to hide. We
can assume that the attacker will observe it as soon as he
tries a few cards. Moreover we can consider that 16 bits of
entropy are sufficient for many applications 1.

Further serious problems with this RNG were made public
by Nohl et al. [7]. We summarize their claims.

1) First of all they present the connection of a 16-bit
LFSR which is used to generate the basic random on
16 bits (later expanded to 32 bits).

2) Secondly they have observed (due to the reverse
engineering) that when the card is powered up, the
RNG is reset to the initial state. This reset is as much
unnecessary and more costly as it is dangerous. A very
bad choice which is very hard to defend. Not resetting
the RNG when the card is powered off would make
it much harder to predict and manipulate, due to the
remaining charges inside the card silicon.

3) Moreover, the behavior is claimed to be fully deter-
ministic since the card is powered up, and a strict
control of timing allows either to predict the random,
or even to produce the desired random at will for the
attacker. We say “claimed” because our investigation
never fully confirmed the claims of [7].

4) The connection polynomial of the LFSR is claimed to
be x16 + x14 + x13 + x11 + 1. Interestingly it could
be different in different cards.

5) Further, it is claimed that the clocking is regular and
the LFSR is clocked at 106 kHz and wraps around
every 0.6 seconds, after generating all 65,535 possible
output values. In real life there could be additional
complexity or variable speeds, or additional sources
of entropy.

1In applied cryptography a “nonce” means “number used only once”.
All that is required is to be unique and never repeated. Full randomness
is NOT needed in many security protocols. Full entropy is typically only
crucial for key generation, not for nonces.

6) The same is also claimed to exists on the reader side.
In this paper we only study the card RNG.

7) Overall and in addition, Nohl et al. [7] have claimed
that one can reproduce exactly the same random each
time with accuracy close to 100%.

As we will see later the claims above seem to be close
to accurate only for some older cards such as Oyster cards
from 2006. To the best of our knowledge [our own embedded
firmware implementation of the attack of [10], open imple-
mentation with different hardware [5], discussions with the
Nijmegen group], nobody has ever achieved what is claimed
in [7] on any recent real-life smart card.

It must be noted that it is in general quite difficult to
see if what is claimed in [7] is correct. In order to verify
the claims one needs to be able to either sniff and decode
the communications between the card and the reader, or to
control the timing with very high accuracy, acquire a lot of
data and and perform a lot of statistic treatment and analysis,
while accounting for the imperfections of the equipment,
antennas and reception/decoding errors which are important
with the RFID technology2

A. Is The Theory Correct And To Which Cards It Applies?
In order to evaluate whether the theory model of [7]

is correct, we proceed as follows. We consider the LFSR
with the connection polynomial x16 + x14 + x13 + x11 + 1
given in [7]. This LFSR implies a natural ordering of the
216 − 1 values which appears on the x axis of many of our
graphs, and each random 32-bit nonce can be compressed to
a number between 1 . . . 216 − 1. Each MiFare Classic card
can be modeled as a black box which given a time t in
microseconds after powering up the card, produces a certain
distribution of values between 1 . . . 216− 1. which are more
or less random and more or less clustered around certain
values on the x axis, which are achieved by the attacker with
imperfect equipment. The goal of the attacker is to produce a
distribution with very low entropy where few nonces would
repeat many times, and the attacker can try to adapt to the
data he observes.

If the theory of [7] is correct, at identical periods of time
we will obtain values which are close on the x axis on our
graph. However we expect some additional problems due to
the imperfections in our attack setup: lack of precision in our
timing and more importantly imperfect control of our device.
We need to take into account various perturbating factors
such as hardware interruptions in the firmware and various
delays in the commands sent through USB port. Therefore
even if the theory is correct we do not expect just one
“sharp” peak on our graph, but possibly several ”shadow”

2These technical reasons may explain why for some 15 years MiFare
Classic did not have many serious competitors, and competing firms on
the market such as HID have introduced their first RFID card for building
which is the first to use “real” cryptographic security only about a decade
later.



peaks which could be more diffuse. If the theory is wrong,
we might obtain a completely flat (uniform) distribution.

B. A UK University Card
On Figure 1 we present one example of what happens

with a building card of a university located in central
London when running the MFCUK attack with command
line options ”-s40 -S60” for 3 hours. By looking at this
sample it is hard to see if the theory of [7] is correct at all.

Figure 1. The distribution obtained for a UK university building card

Another question is whether this could be sampled from
a uniform distribution. This is not obvious given a relatively
small sample size of n = 36, 876 different points which
is the exact number which we have acquired in this ex-
perimentation. In order to attempt to answer this question
we look at the number of different card nonces obtained.
This value is independent of the ordering on our x axis
and therefore has nothing to do with the theory of [7].
However it can be compared to what we obtain on average
for n = 36, 876 truly random points. It is possible to see that
with 36, 876 random numbers on 16 bits, we should obtain
on average about 28, 200 with standard deviation of about
66. We observed 27689 different values which are less, and
at about 7.8 standard deviations. We can therefore believe
that the distribution is NOT random. Furthermore, from the
observed probabilities we have estimated that the entropy
of the card random in our attack is about 14.6 bits instead
of 16 expected in the case of a uniform distribution. The
Min-Entropy observed is about 12.4 bits.

We see that in this attack the distribution is not uniform.
However from the point of view of the attacker it is not
good, not much better than uniform. These smart cards are
hard to break and the attack takes about one day instead of
seconds expected if we could reproduce the same card nonce
perfectly as assumed in [10], [5]. A big difference between
theory and practice.

C. A Malaysian Small Payment Smart Card

We have repeated the same experiment with a Touch N
Go smart card in Malaysia. The results are much more
worrisome, see Figure 2.

Here we observe very strong peaks, and moreover the
peaks are evenly spaced which confirms the theory of [7].
The entropy of the random number in our attack is about 7.0
bits for this card, instead of 16. The Min-Entropy is about

Figure 2. The distribution obtained for a recent Malaysia payment card

4.4 bits. For simplicity let’s assume that we concentrate our
attack on just one value of the card random nonce, the most
frequently repeated value. Under this assumption we expect
that the attack will require just about 24.4 ·300 queries. This
is estimated knowing that the attack takes 300 queries on
average following [10], [11]. This will be about 500 seconds
to recover one key at the current speed which is about 13
queries per second.

The Malaysia cards are very easy to break by the attack
of [10], [5]. This attack could be executed when sitting near
the card owner and without raising any suspicion. This is
particularly problematic because the Malaysia Touch N Go
card is a MiFare Classic card AND it is used not only in
public transportation as it is/was in Warsaw/London and
other places. It is also used to pay in shops, fast food
restaurants, movie theaters, etc. This cards opens much
bigger opportunities for crime and criminal business and is
much easier to break than any other card.

The only good thing about it is that cryptographic keys in
these cards are different in each card. If a hacker can clone
one card, it does NOT affect the security of other cards.

D. London Oyster Card

The attacks described in [10], [17] do NOT work on any
recent Oyster card, because all new Oyster cards issued
shortly after the publication of these two papers in late 2009
use now a different chip (DesFire). This chip is expected
to be cryptographically secure. However many Oyster cards
issued before 2010 are still in circulation. We do not have
precise data but this could be somewhere between 5 and
maybe 30% of all Oyster cards in circulation in the UK.
Some of these existing Oyster cards can be broken very
easily. On Figure 3 we show what we obtain for an Oyster
card which was purchased in 2006, which still works and is
used every day in London.

This card is less secure than the Malaysia card. The
entropy is about 5.8 and the Min-Entropy is only about 2.8
bits. This means that the attack will require about 22.8 · 300
queries [10] and should take about 160 seconds per key with
the implementation of [5].

This 2006 card is quite old, however it is the worst we
have seen among cards in circulation. As far as we can
see no attempt was made by Transport for London (TfL)



Figure 3. The random nonce distribution obtained for a 2006 Oyster card

authority to incite people who own and use such cards every
day to upgrade them to new, more secure cards (DesFire).

Here the opportunities for criminals are not as substantial
because in these cards the cryptographic keys are again
diversified and only a limited number of such cards are still
used. In addition London card systems are online and should
be able to detect fraud. Another Oyster card from 2007 we
have examined had min-entropy of 13.4 bits which is already
relatively good and the attack following [5] with the same
setup would take about 3 days per key.

IV. KEY DIVERSIFICATION AND KEY RANDOMNESS IN
CONTACTLESS CARDS

We have examined many other cards. One of the key prob-
lems we have seen is that at many places is that exactly the
same cryptographic keys are used in vast numbers of smart
cards. This is the case in many buildings in London and
elsewhere. An absolute horror story are the cryptographic
keys found in MiFare Classic cards used in Poland. Here the
keys are NOT random and they look very much like they
were generated by a human. Their entropy is excessively
low. For example some secret keys literally start with 898989
in hex [11]. In addition the same cryptographic keys are
used in many different cards issued by different entities,
including transport cards, student cards at several universities
and other buildings, including places with highly-ranking
military personnel. We don’t disclose further details.

V. OTHER BUILDING CARDS

The second most popular smart card type in buildings is
HID. HID has two basic sorts of cards: HID’s Prox 125kHz
card which has no cryptographic security, it just transmits a
serial number, and is still very widely used. The HID iClass
card is a cryptographic card which can also store data in non-
volatile memory. In order to facilitate migration from (old
and insecure) Prox cards to more secure(?) cryptographic
iClass cards, many door-entry systems will accept both
cards, and what is transmitted by the reader is a 26-bit code
composed of a facility code and a unique code for each card.
Unhappily there is no guarantee that the cryptographic card
is more secure. It might actually be less secure. Following
[14] the cryptography in these cards is not very strong,
important master keys can be extracted from readers, and
moreover unlike the old HID Prox and all MiFare Classic

cards, these cards do not have “hardware security” in the
sense that their serial number can be changed. They can be
re-programmed and copied without forcing the attacker to
use an expensive hardware card emulator.

We have discovered another issue with HID cards. We
have examined some cards from a major corporation with
offices in California, London and elsewhere, a real bank
situated in an EU country, and from an airport in another
EU country. There is little doubt that all these cards can be
cloned by hackers cf. [14]. However are there any easier,
low-tech attacks? Are serial numbers of the cards actually
random? We have compared the Wiegand data transmitted
to the back-end systems from one reader for different cards.
These data already have critically low entropy of at most 24
bits typically. Many longer variants of Wiegand format exist
however it seems that they are less widely used. Unhappily
the facility code on 8 bits (typically) is fixed for all cards
in a given domain. We are left with 16 bits of entropy at
maximum. Any further reduction in the entropy can be fatal.

We have checked only very few cards. However clearly
the entropy of these Wiegand data is very poor. Firstly we
observed that the facility codes can be the same in different
domains of application. For example we have purchased
few HID iClass cards which are sold to individual users
of laptops and one Prox card from a bank. To our horror
both cards had the same facility code. Moreover the serial
numbers on 16 bits clearly have very poor entropy; the
difference between the number for the bank and a random
card which could be owned by any laptop user was 116. This
suggest that, due to the birthday paradox, and most probably
if we take 10 cards of different bank employees and 10 cards
from different laptop users, both facility code and unique
card number may become identical purely by accident. One
of the laptop users will be able to penetrate inside the
bank. This, depending on the smart card readers used by the
bank, assuming that only 26-bit of basic Wiegand data are
transmitted to the back-end for both cards (a legacy mode).

The cards from the airport we have examined seem
slightly more secure. Even though they have a very standard
facility code (which is likely to repeat elsewhere), the
entropy of the serial numbers seems to be at least 12 bits
out of 16. Unfortunately these numbers were consecutive
for different cards. This decreases the amount of data which
may be available to forensic investigators. The attacker
could easily copy a card of one employee, modify the
number within a certain interval, obtain another valid card,
and penetrate into the building without leaving any traces
and without the possibility to connect this incident to any
concrete card belonging to a concrete person.



VI. CONCLUSION

In this paper we looked at the quality of random numbers
cryptographic keys, nonces and other codes in real life
building security and small payment systems. In particular
we looked at MiFare Classic cards hundreds of millions of
which are still in massive use worldwide. We have examined
some 50 real-life cards from different countries in order to
evaluate the practical feasibility of some previously known
attacks. In many cases to evaluate the quality of the random
numbers is crucial in order to determine to what extent these
attacks will really work. We report a number of concrete
facts about practical difficulty of card cloning in order to
enter some buildings, make small purchases or in public
transportation in several countries. For example we have
demonstrated that with an open source implementation of
our earlier attack [5], [10] it is still possible in 2013 to
wirelessly steal cards of fellow passengers for some fraction
of smart cards used in London and many more in Malaysia.
We also have discovered some minor issues with certain
HID cards used at airports and in financial institutions and
we present a super simple low-tech attack which is likely to
work in a real-life bank building. All these examples show
that bad random numbers are likely to facilitate crime.

One interesting recurrent pattern in our research is that
every single mistake which could possibly be made, seem
to be always made. The security seems to improve extremely
slowly, with small incremental steps. There is no doubt that
the industry offers now more secure smart card systems
and we have shown that more recent smart cards have
better random generators. However the customers and end
users need to be aware of the security issues in order to
upgrade or adopt better solutions. Our recent survey on smart
cards used in UK buildings [3] shows that most people do
not know what kind of cards they have and what kind of
security they have. Many smart card systems are sold under
obscure brands and integrated with larger security systems.
There is no visibility about what is inside. Businesses who
bought these systems do not know if the cloning or other
attacks about which they have heard a lot from the press
would apply to their building or payment system. Excessive
attention goes into hacking while more secure solutions
which exist seem to suffer from insufficient visibility.
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